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ABSTRACT

This paper deals with the problem of finding positive solutions to the equation
−Δu = g(x, u) on a bounded domain Ω, with Dirichlet boundary conditions.
The function g can change sign and has asymptotically linear behaviour. The
solutions are found using the Mountain Pass Theorem.
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1. Introduction

In this paper we discuss the existence of positive solutions to the problem

−Δu = g(x, u), u ∈ H1
0 (Ω), (1.1)

where Ω is a bounded domain of R
N of class C1,α (0 < α < 1), g(x, s) is allowed to

change sign and has an asymptotically linear behaviour in s at infinity. To formulate
more precisely our assumptions, let us introduce for each h ∈ L∞(Ω) the notation:

λ+
1 (h): = inf

u∈H1
0 (Ω)

{∫
Ω

|∇u|2 :
∫

Ω

hu2 = 1
}

, (1.2)

with the convention that inf ∅ = +∞. We assume that g satisfies the following
hypotheses:

(H1) g: Ω × [0,∞) → R is a Carathéodory function and satisfies g(x, 0) = 0 a.e.
x ∈ Ω.

(H2) There exists C ∈ R such that
∣∣∣ g(x,s)

s

∣∣∣ ≤ C a.e. x ∈ Ω, ∀s ∈ (0,+∞).

(H3) By setting

G(s): =
∫ s

0

g(x, ξ)dξ and
α(x)

2
: = lim sup

s→0+

{
G(x, s)

s2

}
,

we assume λ+
1 (α) > 1.

(H4) (i) The function g is “asymptotically linear” at infinity in the sense:

β(x) := lim
s→∞

g(x, s)
s

exists a.e. x ∈ Ω;

(ii) λ+
1 (β) < 1.

Remark 1.1.

1. The functions α, β defined by (H3), (H4)(i) are clearly measurable and by (H2)
we also have α, β ∈ L∞(Ω).

2. Assumption (H4)(ii) means in particular that β+ 	≡ 0 (β+: = max{β, 0}), but β
could assume negative values. If β(x) > 0 a.e. in Ω, the assumption λ+

1 (β) < 1
was used in [27].

3. If α ≤ 0 then λ+
1 (α) = +∞ and assumption (H3) is trivially satisfied.
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4. Let us note that λ+
1 (α) ≥ λ1

‖α‖∞
, where λ1 denotes the first eigenvalue of −Δ in

H1
0 (Ω). In particular, if

λ1 > ‖α‖∞, (1.3)

we always have λ+
1 (α) > 1. Condition (1.3) was assumed in [27] for positive

nonlinearities.

Assumption (H1) implies that u ≡ 0 is a solution of problem (1.1). Under the
hypotheses (H1)-(H4), we shall prove the existence of positive solutions. With this
aim, we extend without loss of generality the nonlinearity g to Ω × R by setting

g(x, s) = 0 ∀s ≤ 0, (1.4)

and look for nontrivial critical points of the functional

I(u) =
1
2

∫
Ω

|∇u|2dx −
∫

Ω

G(x, u)dx, u ∈ H1
0 (Ω). (1.5)

By the growth assumptions on g and the fact that s → g(x, s) is continuous, the
functional I is a well defined mapping of class C1. Moreover its critical points are
solutions of problem (1.1) and we will easily verify that they are positive.

When the nonlinear term g(x, s) is positive and has superquadratic behaviour at
infinity, i.e. it satisfies the condition

0 < θG(x, s) ≤ g(x, s)s for θ > 2, |s| > M sufficiently large, (1.6)

Ambrosetti and Rabinowitz in [5] proved an existence result for the subcritical case.
Later Brezis and Nirenberg in [9] analysed the critical growth. Nonlinearities of the
kind g(x, s) = W (x)f(s), with f ≥ 0 and W changing sign, were then considered by
Alama and Tarantello in [1, 2] who proved existence, nonexistence and multiplicity
of positive solutions for (1.1). In [1] they also treated the critical case. In the same
period Berestycki, Capuzzo Dolcetta and Nirenberg in [6, 7] provided some results
of existence for positive solutions, always for subcritical nonlinearities, and also for
more general elliptic operators. More recently, we mention the work of Birindelli and
Giacomoni [8]. But, since (1.6) implies:

G(x, s) ≥ A(x)sθ, θ > 2, A(x) > 0,

condition (1.6) is not appropriate for functions g satisfying our assumptions. However,
many problems physically significant involve nonlinearities exhibiting asymptotically
linear behaviour. One such problem arises from the study of guided modes of an
electromagnetic field in a nonlinear medium, satisfying some suitable constitutive
assumptions (see, for example [21], [22]). For example, nonlinearities of the form

g(s) =
|s|2

1 + γ|s|2 s, γ > 0, (1.7)
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2003, 16; Núm. 2, 465-481



Marcello Lucia, Paola Magrone and Huan-Song Zhou A Dirichlet problem with. . .

were found to describe the variation of the dielectric constant of gas vapors where a
laser beam propagates, and those of the form

g(s) =
(

1 − 1
eγ|s|2

)
s, γ > 0, (1.8)

were used in the context of laser beams in plasma (see [24] and the references therein).
On the other hand, the change of sign of the nonlinearity is meaningful for example
in selection–migration models in population genetics (see [15], [10]).

There is a rich literature dealing with asymptotically linear problems, either with
nonlinearities which are indefinite or definite in sign. We first recall the paper of
Amann and Laetsch [3], in which the positivity is essential in order to apply the
theory of ordered Banach spaces. If g is allowed to change sign we find in the papers
of Hess [17], Ambrosetti-Hess [4] and Hess-Kato [18] some results of existence via
topological degree arguments. In [13], De Figueiredo obtained result of existence using
the method of sub and supersolution when g is Hölder continuous and by assuming,
roughly speaking, that

λ+
1 (α) < 1 < λ+

1 (β),

inequalities which are opposite to ours (see Thm. 2.2 of [13] for a precise statement).
Existence results on bounded domains, of not necessarily positive solutions, have been
obtained via variational methods in [12, 11] (and the references therein). Let us finally
mention that problem (1.1) has been recently studied also on R

N in [26],[23],[19],[20],
assuming in an essential way that g has to be positive.

In this paper we extend a result obtained by Zhou in [27]. Here we are able to
treat more general nonlinearities, and our main improvement consists in allowing g
to change sign. While in [27] the results are derived using a particular version of the
Mountain Pass Theorem, in the present paper we are able to prove, using the classical
Mountain Pass Theorem of Ambrosetti–Rabinowitz (see [5]), that problem (1.1) has
always a positive solution under assumptions (H1) − (H4).

Our paper is organized as follows.
Section 2 provides some fundamental properties on the principal eigenvalues of

a linear operator with indefinite weight function. In section 3 we show that, under
conditions (H1) − (H4), the functional I exhibits a Mountain Pass structure. Sec-
tion 4 is devoted to the study of unbounded Palais–Smale sequences. While in the
superquadratic case (i.e. when (1.6) is satisfied) all the Palais–Smale sequences are
bounded, this fact is not anymore true when the nonlinearity is asymptotically lin-
ear. So we establish a relationship between the existence of unbounded Palais–Smale
sequences and of positive solutions to the following eigenvalue problem

−Δu = β(x)u, u > 0. (1.9)
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In section 5, by showing that (H4) implies the nonexistence of solutions to (1.9), we
are able to exclude the presence of unbounded Palais–Smale sequences, and thus to
obtain an existence result for (1.1). Finally, in section 6, in order to illustrate the
meaning of our assumptions, we give some examples of nonlinearities for which the
existence result in section 5 applies.

Notations: u+ = max{u, 0}, u− = max{−u, 0}, u = u+ − u−,
λ1 is the first eigenvalue of the operator −Δ in H1

0 (Ω),

‖u‖ =
(∫

Ω
|∇u|2dx

) 1
2 ,

2∗ =

⎧⎨
⎩

2N
N−2 if N ≥ 3

∞ if N = 1, 2
(the critical Sobolev exponent).

2. The Principal Eigenvalue

In this section we recall some properties on principal eigenvalues, following the lines
of [13].

Definition 2.1. Let D be a bounded domain of R
N , h ∈ L∞(D). We say that Λ ∈ R

is a principal eigenvalue for the problem

−Δu = Λh(x)u, u ∈ H1
0 (D), (2.1)

if there exists u ∈ H1
0 (D), such that u > 0 and solves (2.1).

The existence of principal eigenvalue can be derived using standard variational method.
For the sake of completeness, we sketch the proof and refer to Prop. 1.10 of [13] for a
more precise result.

Proposition 2.2. Let D be a bounded domain of R
N , h ∈ L∞(D) be such that

h+ 	≡ 0 and define

λ+
1 (h): = inf

u∈H1
0 (D)

{∫
D

|∇u|2dx :
∫

D

h(x)u2dx = 1
}

. (2.2)

Then, λ+
1 (h) is a positive principal eigenvalue of (2.1).

Proof.
Let us set S: =

{
u ∈ H1

0 (D):
∫

D
h(x)u2dx = 1

}
.

Step 1. We show S 	= ∅.
Let ε > 0. Since h+ 	≡ 0, there exists B(x, r) ⊂⊂ Ω such that∫

B(x,r)

h > ε, (2.3)
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(this could be derived by applying for example the Lebesgue-Besicovitch theorem, see
[14]). Consider a ball B(x,R) such that

B(x, r) ⊂⊂ B(x,R) ⊂⊂ Ω and
∫

B(x,R)\B(x,r)

|h| <
ε

2
. (2.4)

Now consider a function u ∈ C∞
0 (Ω) such that

0 ≤ u ≤ 1, u ≡ 1 on B(x, r), u ≡ 0 on D \ B(x,R). (2.5)

Then, (2.3), (2.4) and (2.5) imply
∫

D

hu2 =
∫

B(x,R)\B(x,r)

hu2 +
∫

B(x,r)

hu2 > −ε

2
+ ε > 0.

Therefore,
u(x)√∫

D
h(x)u2dx

∈ S.

Step 2. Existence of û ∈ S satisfying
∫

D
|∇û|2 = λ+

1 (h).
Let {un} ∈ H1

0 (D) be such that
∫

D

|∇un|2dx → λ+
1 (h) and

∫
D

h(x)u2
ndx = 1.

So {un} is bounded in H1
0 (D), and as n → +∞,

un ⇀ û in H1
0 (D) and un → û in L2(D). (2.6)

By standard arguments, (2.6) yields

û ∈ S and λ+
1 (h) =

∫
D

|∇û|2dx.

Step 3. |û| > 0 and λ+
1 (h) is a principal eigenvalue. Since û ∈ H1

0 (D), then |û| ∈
H1

0 (D) (see Lemma 7.6, [16]). Clearly, |û| ∈ S and moreover

λ+
1 (h) =

∫
D

|∇û|2dx =
∫

D

|∇|û||2dx.

By applying the Lagrange multiplier Theorem, we derive

−Δ|û| = λ+
1 (h)h(x)|û|, |û| 	≡ 0.

By the strong maximum principle (see [16], Thm. 8.19), |û| > 0.

If h− 	≡ 0, then by applying above proposition with (−h) instead of h, we see
that λ−

1 (h): = −λ+
1 (−h) is a negative principal eigenvalue for Problem (2.1). By
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assuming some regularity on the boundary, we have uniqueness of the positive (and
also negative) principal eigenvalue:

Theorem 2.3. Let D be a domain of class C1,α and h ∈ L∞(D). Then, λ+
1 (h)

defined by (2.2) is the unique positive principal eigenvalue of (2.1).

Proof. By standard regularity results, if u ∈ H1
0 (D) satisfies (2.1) then u ∈ C1,α(D)

(see Cor. 8.36, [16]). The conclusion follows by applying Prop. 1.15 of [13].

Remark 2.4. For non self-adjoint problem, a similar result of existence and unique-
ness has been obtained by Hess-Kato for weight h ∈ C(D) (see [18]). If in Problem
(2.1) the weight h is of class Lp(Ω), we refer to [25].

3. Mountain Pass Structure

In this section we will prove that the functional I has a Mountain Pass structure.

Lemma 3.1. Let δ > 0. For each u ∈ H1
0 (Ω) let us define

Ωδ = {x ∈ Ω: 0 < u(x) < δ}. (3.1)

Then, for each p ∈ (2, 2∗), there exists a constant C = C(δ, p) > 0 such that
∫

Ω\Ωδ

u2dx ≤ C‖u‖p, ∀u ∈ H1
0 (Ω).

Proof. We can find a constant C: = C(δ, p) > 0 such that

s2 ≤ Csp ∀s > δ.

This inequality and the Sobolev embedding H1
0 (Ω) ↪→ Lp(Ω) imply

∫
Ω\Ωδ

u2dx ≤ C

∫
Ω\Ωδ

updx ≤ C‖u‖p.

Proposition 3.2. Under assumptions (H1), (H2), (H3), there exist ρ, M > 0 such
that I|∂Bρ

≥ M > 0.

Proof. Let ε > 0. By Egorov’s Theorem ([14]), there exist δ > 0 and ωε ⊂ Ω such
that

|ωε| < ε, sup
0<s<δ

{
G(x, s)

s2

}
− α(x)

2
< ε ∀x ∈ Ω \ ωε. (3.2)
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For each u ∈ H1
0 (Ω), let Ωδ be defined by (3.1). We have,

I(u) =
1
2

∫
Ω

(|∇u|2 − αu2)dx −
∫

Ωδ\ωε

(
G(x, u) − α

2
u2

)
dx

−
∫

Ωδ∩ωε

(
G(x, u) − α

2
u2

)
dx −

∫
Ω\Ωδ

(
G(x, u) − α

2
u2

)
dx. (3.3)

From the definition of λ+
1 (α) we obtain

∫
Ω

(|∇u|2 − αu2)dx = ‖u‖2

(
1 −

∫
Ω

αu2dx∫
Ω
|∇u|2dx

)
≥ ‖u‖2

(
1 − 1

λ+
1 (α)

)
. (3.4)

From (3.2) and the characterization of the first eigenvalue λ1 of Ω, we get
∫

Ωδ\ωε

(
G(x, u) − α

2
u2

)
dx ≤

∫
Ωδ\ωε

(
sup

0<s<δ

{
G(x, s)

s2

}
− α(x)

2

)
u2dx

< ε

∫
Ω\ωε

u2 ≤ ε

λ1
‖u‖2. (3.5)

Using (H2), the fact that α ∈ L∞(Ω), and by choosing p, q ≥ 1 satisfying

1
p

+
1
q

= 1, 2q < 2∗,

we derive∫
Ωδ∩ωε

(
G(x, u) − α

2
u2

)
dx ≤ C

∫
ωε

u2dx

≤ C|ωε| 1p
(∫

ωε

u2q

) 1
q

(Hölder’s inequality)

≤ Cε1/p

(∫
Ω

u2q

) 2
2q

≤ Cε1/p‖u‖2. (3.6)

Moreover, by choosing p ∈ (2, 2∗), we get from Lemma 3.1:
∫

Ω\Ωδ

(
G(x, u) − α

2
u2

)
dx ≤ C

∫
Ω\Ωδ

u2dx ≤ C‖u‖p. (3.7)

Therefore, (3.3),(3.4), (3.5), (3.6) and (3.7) yield:

I(u)
‖u‖2

≥ 1
2

(
1 − 1

λ+
1 (α)

)
− ε

λ1
− Cε1/p − C‖u‖p−2.
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Since p ∈ (2, 2∗) and ε is arbitrary, (H3) implies the existence of ρ, M > 0 such
that

I(u) ≥ M ∀ ‖u‖ = ρ.

Proposition 3.3. Assuming (H1), (H2), (H4) and let ρ given by Prop. 3.2. Then,
there exists u0 ∈ H1

0 (Ω) with ‖u0‖ > ρ such that I(u0) < 0.

Proof. By Prop. 2.2 applied with h := β, there exists φ ∈ H1
0 (Ω) such that

∫
Ω

|∇φ|2dx = λ+
1 (β),

∫
Ω

β(x)φ2dx = 1, φ > 0. (3.8)

We have
I(tφ)

t2
=

1
2

∫
Ω

|∇φ|2dx −
∫

Ω

G(x, tφ)
t2φ2

φ2dx. (3.9)

By (H2), (H4) and φ > 0, we have for a.e x ∈ Ω
∣∣∣∣G(x, tφ)

t2φ2

∣∣∣∣ ≤ C and lim
t→∞

G(x, tφ)
t2φ2

=
β(x)

2
.

So, Lebesgue’s dominated convergence Theorem implies

lim
t→∞

I(tφ)
t2

=
1
2

∫
Ω

|∇φ|2dx − 1
2

∫
Ω

β(x)φ2 =
1
2
(λ+

1 (β) − 1).

By (H4) λ+
1 (β) < 1, so I(tφ) → −∞ as t → ∞. Since, we also have ‖tφ‖ → ∞

(t → ∞), the proof is complete.

4. Palais–Smale Sequences

Proposition 4.1. Assume (H1), (H2) and (H4)(i). Let {un} be a Palais–Smale,
(PS) in short, sequence for the functional (1.5), i.e.

I(un) n→ c, ‖DI(un)‖ n→ 0 in H−1
0 (Ω). (4.1)

If {un} is unbounded, i.e. ‖un‖ → ∞, setting wn: = un

‖un‖ , then there exits w ∈ H1
0 (Ω)

such that wn ⇀ w in H1
0 (Ω), and satisfying

w 	≡ 0, w > 0, −Δw = β(x)w in Ω.

Proof. We have ‖wn‖ = 1, so the sequence {wn} is bounded in H1
0 (Ω), then

wn ⇀ w in H1
0 (Ω), wn → w in L2(Ω), wn → w a.e. in Ω.
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Let us divide the proof in steps.

Step 1. w 	≡ 0

From the definition of (PS), we have
DI(un)(un)

‖un‖2
→ 0. This yields

∫
Ω

|∇wn|2dx −
∫

Ω

g(x, un)
un

w2
ndx → 0,

1 −
∫

Ω

g(x, un)
un

w2
ndx → 0. (4.2)

Assume wn
n→ 0 in L2(Ω). Then, since g(x,un)

un
is bounded in L∞(Ω) (by (H2)), the

relation (4.2) leads to the contradiction 1 = 0. Hence we must have w 	≡ 0.

Step 2. w > 0.
Knowing that

DI(un)(ϕ)
‖un‖‖ϕ‖ → 0, ∀ ϕ ∈ H1

0 (Ω),

we deduce ∫
Ω
〈∇un,∇ϕ〉dx − ∫

Ω
g(x, un)ϕdx

‖un‖ → 0.

Since g(x, s) = 0 for s ≤ 0,

∫
Ω
〈∇un,∇ϕ〉dx − ∫

Ω
g(x, u+

n )ϕdx

‖un‖ → 0,

∫
Ω

〈∇wn,∇ϕ〉dx −
∫

Ω

g(x, u+
n )

(u+
n )

u+
n

‖un‖ϕdx → 0,

that is, ∫
Ω

〈∇wn,∇ϕ〉dx −
∫

Ω

g(x, u+
n )

(u+
n )

w+
n ϕdx → 0.

Since g(x,u+
n )

(u+
n )

is bounded in L∞(Ω), it converges weakly in L2(Ω) to some function
γ ∈ L∞(Ω). Then,

∫
Ω

〈∇w,∇ϕ〉dx −
∫

Ω

γ(x)w+ϕdx = 0 ∀ ϕ ∈ H1
0 (Ω). (4.3)

Choosing ϕ = w− in (4.3) one gets
∫

Ω

|∇w−|2dx = 0.
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Thus, w ≥ 0 and satisfies the equation

−Δw = γ(x)w in Ω. (4.4)

Splitting γ(x) yields
−Δw + γ−(x)w = γ+(x)w. (4.5)

By the strong maximum principle one has that either w > 0 or w ≡ 0. But, by Step
1, w 	≡ 0. Then we can conclude that w > 0.

Step 3. w satisfies the equation −Δw = β(x)w in a weak sense.
Since w > 0, un → +∞ a.e. in Ω. By assumption we have

g(x, un)
un

→ β(x) a.e. in Ω (4.6)

g(x, un)
un

⇀ γ(x) in L2(Ω), (4.7)

this yields β(x) = γ(x). Therefore, by using (4.4), we get

−Δw = β(x)w.

Proposition 4.2. Assume (H1), (H2), (H4)(i) and let {un} be an unbounded (PS)
sequence. Then, λ+

1 (β) = 1.

Proof. By Proposition 4.1, wn: = un

‖un‖ ⇀ w with

−Δw = β(x)w, w ∈ H1
0 (Ω), w > 0. (4.8)

So λ = 1 is a positive principal eigenvalue. But by Theorem 2.3, λ+
1 (β) is the unique

positive principal eigenvalue. Thus, λ+
1 (β) = 1.

Proposition 4.2 implies that, if λ+
1 (β) 	= 1, then every (PS) sequence is bounded. In

particular one has the following

Corollary 4.3. Assume (H1), (H2) and (H4). Then, every (PS) sequence is
bounded.

Remark 4.4. For nonlinearities satisfying condition (1.6), it is well-known that
every (PS) sequence is bounded. Under assumptions (H1) − (H2), the existence of
unbounded (PS) sequences cannot be excluded. This can be shown by considering

G(s) =

⎧⎨
⎩

λ1
s2

2 s ≥ 0

0 s < 0
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Taking ψ1 a positive eigenfunction of −Δ related to λ1, we see that the sequence
un = nψ1 is an unbounded (PS) sequence for the functional

I(u) =
1
2

∫
Ω

|∇u|2dx −
∫

Ω

G(u)dx.

Remark 4.5. When g(x, s) 	= 0 for s ≤ 0, the analysis of unbounded (PS) sequence
is more complicated. In particular the assumption that λ+

1 (β) 	= 1 in Proposition
4.2 is not sufficient to ensure the (PS) condition. To see this, one can consider the
functional

I(u) =
1
2

∫
Ω

|∇u|2dx − λk

∫
Ω

u2dx,

where λk is any eigenvalue of (−Δ,H1
0 (Ω)).

Example. For a nonlinearity of the kind

g(x, s) =

⎧⎨
⎩

ms + r(s) s > 0,

0 s ≤ 0,

with m > 0, r ∈ L∞(Ω), we have λ+
1 (β) = λ1

m . In this case Proposition 4.2 asserts
that for any m 	= λ1 every (PS) sequence of the functional (1.5) is bounded.

5. Existence Theorem

Let us recall the classical Mountain Pass Theorem, on which our existence result will
be based (see [5]).

Theorem 5.1. Let E be a real Banach space and J ∈ C1(E, R). Suppose J satisfies
(PS) condition, J(0) = 0 and the following assumptions

(J1) there exist constants ρ, α > 0 such that J |∂Bρ
≥ α, and

(J2) there exists an e ∈ E \ Bρ such that J(e) ≤ 0.

Then J possesses a critical value c ≥ α which can be characterized as

c = inf
γ∈Γ

max
u∈γ[0,1]

J(u),

where
Γ = {γ ∈ C([0, 1], E): γ(0) = 0, γ(1) = e}.

Theorem 5.2. Under assumptions (H1) − (H4), problem (1.1) admits a positive
solution.
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Proof. By Propositions 3.2, 3.3, and Corollary 4.3, the functional

I(u) =
1
2

∫
Ω

|∇u|2dx −
∫

Ω

G(x, u)dx

satisfies the assumptions of the Mountain Pass Theorem. So there exists u ∈ H1
0 (Ω),

u 	≡ 0, such that
∫

Ω

∇u∇φdx =
∫

Ω

g(x, u)φdx ∀ φ ∈ H1
0 (Ω).

Taking φ = u−, and since g(x, u) = 0 for s ≤ 0, we get
∫
Ω
|∇u−|2dx = 0.

So u ≥ 0, and, in particular, u is a solution of problem (1.1). By strong maximum
principle we have u > 0.

Remark 5.3. For functions g satisfying (H1) to (H4)(i) and

0 ≤ g(x, s)
s

< β(x), a.e.x ∈ Ω,

the condition λ+
1 (β) < 1 is necessary and sufficient for the existence of positive solu-

tions to Problem (1.1). Indeed, if u > 0 solves (1.1), then it satisfies
∫

Ω

|∇u|2dx =
∫

Ω

g(x, u)udx <

∫
Ω

β(x)u2dx.

So, λ+
1 (β) < 1. Moreover, the converse is true by Theorem 5.2.

6. Some Examples

This section provides some examples for which Theorem 5.2 applies.

Example 1. Let us consider a nonlinearity g satisfying (H1) − (H4) for which the
functions α and β are independent of x ∈ Ω, i.e.:

lim sup
s→0+

G(x, s)
s2

= α and lim
s→∞

g(x, s)
s

= β,

with β > α ≥ 0. In this case, we have:

λ+
1 (α) =

⎧⎨
⎩

+∞ if α = 0

λ1
α if α > 0 ,

and λ+
1 (β) =

λ1

β
.

Thus, Theorem 5.2 gives: problem (1.1) has a positive solution if

λ1 ∈ (α, β). (6.1)
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As a particular case, let us consider the nonlinearities (1.7) and (1.8) given in the
introduction. Those nonlinearities clearly satisfy (H1) − (H4). For

g(s) =
|s|2

1 + γ|s|2 s, γ > 0,

we find α = 0, β = 1
γ , and condition (6.1) in this case is equivalent to

λ1 ∈
(

0,
1
γ

)
. (6.2)

For the nonlinearity

g(s) =
(

1 − 1
eγ|s|2

)
s,

one has α = 0, β = 1, and so condition (6.1) is equivalent to

λ1 ∈ (0, 1). (6.3)

Let us note that conditions (6.2) and (6.3) are always satisfied if the domain Ω is
sufficiently large.

Example 2. Let us now consider a kind of nonlinearity g which has been considered
by Hess [17] and Ambrosetti-Hess [4]:

g(x, s) = λ(m∞s + r(s))

satisfying:

1) m∞, λ > 0;

2) r : [0,∞) → R is continuous, r(0) = 0;

3)
∣∣∣ r(s)

s

∣∣∣ ≤ C ∀s ≥ 0 and lims→∞
r(s)

s = 0;

4) r′+(0) = lims→0+
r(s)

s exists and r′+(0) < 0.

In this case,

α =

⎧⎨
⎩

λ(m∞ + r′+(0)) if m∞ + r′+(0) > 0

0 otherwise
and β = λm∞.

¿From condition (6.1) found in example 1, we have that problem (1.1) has a positive
solution if

λ1 ∈ (
λ[m∞ + r′+(0)], λm∞

)
.
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2003, 16; Núm. 2, 465-481

478



Marcello Lucia, Paola Magrone and Huan-Song Zhou A Dirichlet problem with. . .

In other words, setting

λ∞ =

⎧⎨
⎩

λ1
m∞+r′

+(0) if m∞ + r′+(0) > 0,

∞ otherwise,

we see that problem (1.1) has a positive solution if λ ∈ ( λ1
m∞

, λ∞). For this same
range of the parameter and by assuming that r is bounded, Hess derived in [17] the
existence of positive solutions using the Leray-Schauder degree. But, it is enough
actually to assume r(s)

s is bounded (for s ≥ 0). In particular, nonlinearities of the
kind:

f(s) = λ(m∞s − ln(1 + s))

are allowed.

Example 3. Consider a nonlinearity of the kind:

g(x, s) = λs + r(x, s)

where r satisfies:

1) r : Ω × [0,∞) → R is Carathéodory (for example continuous) and r(x, 0) = 0
a.e. x ∈ Ω;

2)
∣∣∣ r(x,s)

s

∣∣∣ ≤ C ∀ s ≥ 0;

3) The following limits exist:

r0 := lim
s→0+

r(x, s)
s

, r∞ := lim
s→∞

r(x, s)
s

,

and r0 < r∞.

In this case,

α =

⎧⎨
⎩

λ + r0 if λ + r0 > 0

0 otherwise
and β = λ + r∞.

So condition (6.1) becomes λ1 ∈ (λ + r0, λ + r∞). Thus, for this example, problem
(1.1) has a positive solution if λ ∈ (λ1 − r∞, λ1 − r0).

We end this section by giving an explicit example where the function β changes sign.

Example 4. Let us consider the nonlinearity:

g : (−π, π) × R → R, (x, s) → λr(s) sin x
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where λ > 0 and r : R → R is any continuous function satisfying:

r(0) = 0, lim
s→0+

r(s)
s

= 0, lim
s→∞

r(s)
s

= 1.

Then, we see easily that

λ+
1 (α) = +∞, β(x) = λ sin x,

and

λ+
1 (β) =

1
λ

inf
{∫ π

−π

|u′|2dx :
∫ π

−π

u2 sinxdx = 1, u ∈ H1
0 (−π, π)

}
.

For λ big enough, this quantity is strictly less than 1. By taking the test function

u(x) =

⎧⎨
⎩

sin x x ∈ (0, π),

0 x ∈ (−π, 0),

we see that λ+
1 (β) ≤ 3π

8
1
λ . Thus, for this kind of nonlinearity, problem (1.1) has

certainly a positive solution if λ > 3π
8 .
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2003, 16; Núm. 2, 465-481

480



Marcello Lucia, Paola Magrone and Huan-Song Zhou A Dirichlet problem with. . .

[11] K.C. Chang, Solutions of asymptotically linear operator equations via Morse theory,
Comm. Pure Appl. Math. 34 (1981), 693-712.
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