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Resumen: En los Ultimos afos, la “ventana de difusién” entre el lanzamiento de modelos avanzados
de inteligencia artificial privados y el acceso publico a alternativas abiertas se ha acortado
notablemente. Ejemplos como GPT-3 y BLOOM o, mas recientemente, LLaMA-4 y GPT-4.1, ilustran
esta aceleracién impulsada por la reduccion de costes computacionales, el auge de comunidades
abiertas y decisiones estratégicas empresariales. Europa lidera en modelos abiertos, aunque
depende de hardware avanzado. El Al Act europeo puede favorecer transparencia y seguridad,
permitiendo a la regiéon consolidar un modelo de autonomia estratégica abierta y definir su futuro
digital.
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Abstract: In recent years, the “diffusion window” between the launch of advanced private artificial
intelligence models and public access to open alternatives has noticeably shortened. Examples
such as GPT-3 and BLOOM, or more recently LLaMA-4 and GPT-4.1, illustrate this acceleration,
driven by lower computational costs, the rise of open communities, and strategic business decisions.
Europe leads in open models, although it remains dependent on advanced hardware. The European
Al Act could promote transparency and security, allowing the region to consolidate a model of open
strategic autonomy and define its digital future.
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1. Introduccion

En noviembre de 2022, millones de europeos descubrieron de golpe la inteligencia artificial generativa a
través de un producto gratuito, accesible desde el navegador y bautizado con un nombre breve y llamativo:
ChatGPT. El impacto social fue inmediato. En cuestion de semanas, universidades, empresas, parlamentos
y medios de comunicacion comenzaron a debatir sobre las consecuencias de una tecnologia que parecia
surgir de la nada, pero que en realidad era la culminacion de mas de una década de avances en el entrena-
miento de modelos de lenguaje a gran escala.

Ese momento de sorpresa social revela una dinamica que rara vez se discute en profundidad: |la diferen-
cia temporal entre la frontera tecnoldgica y su difusion abierta. Mientras ChatGPT irrumpia en la vida coti-
diana en 2022, el modelo subyacente, GPT-3, habia sido entrenado ya en 2020. El retraso no fue tanto fruto
de la casualidad como de una caracteristica estructural del desarrollo en inteligencia artificial: la existencia
de un intervalo, que podriamos llamar “ventana de difusion”, entre el lanzamiento de un modelo propietario
de frontera y la aparicion de alternativas abiertas o de libre acceso que democratizan ese conocimiento. La
‘ventana de difusion’ que observamos en IA es un caso especifico de los patrones generales de difusion
tecnoldgica: grandes rezagos, fuerte heterogeneidad entre paises y/sectores y convergencia incompleta
tiempo después de la invencion (Comin & Hobijn, 2010).

Comprender esa ventana de difusion es esencial para Europa. La razén es doble. En primer lugar, porque
condiciona la velocidad con la que universidades, centros de investigacion y empresas emergentes pueden
acceder a lavanguardia de la tecnologia. Una ventana demasiado amplia genera dependencia tecnoldgicay
rezago competitivo; una ventana demasiado corta abre oportunidades de innovacion, pero también riesgos
de proliferacion incontrolada. En segundo lugar, porque esta dinamica esta directamente ligada a la posicion
geopolitica y econdmica de Europa en un campo dominado por Estados Unidos y, cada vez mas, por China.

La historia reciente ofrece ejemplos claros. GPT-3, presentado por OpenAl en mayo de 2020, supuso un
salto de escala sin precedentes, con 175.000 millones de parametros y un coste de entrenamiento estimado
en decenas de millones de dodlares. Durante mas de dos anos, ningun modelo abierto se acerco a ese nivel
de potencia. Hubo que esperar hasta julio de 2022 para que el consorcio internacional BigScience, impul-
sado desde Europa, presentara BLOOM, un modelo multilinglie entrenado en la infraestructura publica del
supercomputador francés Jean Zay (BigScience Workshop, 2022). Esa diferencia temporal de mas de veinti-
cinco meses constituye un caso paradigmatico de ventana de difusion prolongada. Sin embargo, menos de
un afo despueés, la situacion cambio drasticamente: GPT-4 fue anunciado en marzo de 2023, y apenas unos
meses mas tarde Meta lanzé LLaMA-2, un modelo abierto con un rendimiento comparable en muchas ta-
reas (Touvron et al., 2023). El intervalo se habia reducido de afios a meses. En 2025 se observa una inversion
puntual de la ventana: Meta lanzé LLaMA-4 el 5 de abril como modelo de pesos abiertos, descargable, re-
utilizable y modificable con restricciones para usos comerciales masivos habilitando un despliegue directo
en hardware propio o nube; y como respuesta nueve dias después OpenAl presentd GPT-4.1. Este episodio
confirma que la difusidn abierta puede no solo acortar la ventana, sino adelantarse a la oferta propietaria en
cuestion de dias.

Esta aceleracion no es un detalle técnico: tiene profundas implicaciones para la capacidad de Europa de
posicionarse estratégicamente en la economia digital. En un escenario donde la frontera se difunde casi en
tiempo real, las ventajas tradicionales de las grandes corporaciones se ven erosionadas, y cobran fuerza los
actores que pueden movilizar comunidades abiertas, coordinar infraestructuras publicas y establecer mar-
cos regulatorios que favorezcan la innovacion responsable (Shetty et al., 2025).

Por ello, este articulo propone una reflexion amplia y descriptiva sobre la ventana de difusion en inteli-
gencia artificial y sus consecuencias para Europa. Partiendo de la evidencia empirica disponible (series de
computo, cronologias de modelos y costes de entrenamiento) se trazara una narrativa que explique como
ha evolucionado este intervalo, cuales son sus determinantes tecnoldgicos y politicos, y qué posicion ocupa
Europa frente a Estados Unidos y China. A lo largo del texto se destacaran los hitos mas relevantes, desde el
lanzamiento de GPT-3 hasta la aparicion de BLOOM, LLaMA y Mistral, y se pondra especial atencién en las
iniciativas europeas que, pese a contar con menos recursos privados, han conseguido situarse en el centro
del debate internacional gracias a su apuesta por la apertura y la cooperacion.

El objetivo no es ofrecer un analisis econométrico exhaustivo sino presentar de manera clara y rigurosa
los patrones observables y sus implicaciones estratégicas. La tesis que guiara estas paginas es sencilla:
la ventana de difusion en inteligencia artificial se esta acortando de forma notable, y este fendmeno abre
para Europa un espacio de oportunidad en el terreno de los modelos abiertos y la gobernanza tecnoldgica.
Aprovecharlo dependera de decisiones politicas, inversiones publicas y capacidad de coordinacion en los
proximos afios.

2. Breve historiade lalAy el escalado computacional

Hablar hoy de inteligencia artificial suele evocar imagenes de asistentes virtuales capaces de escribir texto,
resolver problemas matematicos o generar imagenes con una naturalidad sorprendente. Sin embargo, el
camino hasta llegar a estos sistemas ha sido largo y lleno de oscilaciones entre expectativas desmedidas y
periodos de desencanto. Europa, Estados Unidos y, mas recientemente, China han recorrido este trayecto
con estrategias diferentes, pero todos han experimentado una misma regularidad: cada salto cualitativo en
inteligencia artificial ha estado asociado a un salto cuantitativo en capacidad computacional.

Los primeros pasos se remontan a los afios cincuenta, cuando Frank Rosenblatt disefi6 el perceptron,
un modelo inspirado en las neuronas bioldgicas. Aquellos sistemas eran rudimentarios y pronto se toparon
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con limitaciones tedricas. Durante décadas, el progreso fue irregular y los recursos de cOmputo escasos. La
mayor parte de los algoritmos de los afios ochenta y noventa, como las redes neuronales de retropropaga-
cion, eran prometedores desde el punto de vista conceptual, pero estaban restringidos por la insuficiencia
de hardware.

El punto de inflexion llegd en 2012 con el experimento de Alex Krizhevsky, llya Sutskever y Geoffrey Hinton,
conocido como AlexNet. Utilizando tarjetas graficas (GPUs) disefiadas originalmente para videojuegos, en-
trenaron una red profunda que redujo drasticamente los errores en la competicion ImageNet de reconoci-
miento visual. Ese resultado no fue solo una victoria técnica, sino el inicio de lo que hoy llamamos la era del
deep learning: la constatacion de que, con suficiente capacidad de computo y datos, los algoritmos podian
escalar a niveles insospechados (Alom et al., 2018).

A partir de ese momento, el progreso en |IA empezo6 a seguir un patron empirico sorprendentemente re-
gular: cuanto mas grande era el modelo, mas datos y mas computo se invertian, mejor era el rendimiento, y lo
hacia siguiendo una curva predecible. Este hallazgo cristalizé con el trabajo de Kaplan et al. (2020), quienes
formularon las denominadas scaling laws. Dicho de manera sencilla: existe una relacion de tipo potencia
entre el tamafio del modelo, la cantidad de datos, el computo invertido y la pérdida o error en la tarea.

La idea es conceptualmente poderosa ya que no se trata de innovaciones puntuales, sino de un principio
de escalabilidad. Si se doblan los recursos, se obtiene una mejora consistente, aunque con retornos decre-
cientes. Asi, la frontera de la inteligencia artificial dejo de ser un terreno de descubrimientos accidentales y
paso a ser una carrera previsible de escalado (Pyzer-Knapp et al., 2025).

El progreso en modelos de IA se mide hoy en coémputo. La unidad basica es el FLOP (floating-point ope-
ration): una suma, resta, multiplicacion o divisidon con numeros reales realizada por el chip. Un entrenamiento
completo de unainteligencia artificial no es mas que un gran contador de FLOP. Como se observa en la Figura
1, la escala actual de los modelos de frontera es 10225 a10*26 FLOP; los grandes modelos de la generacion
anterior en 2023 se movian en 10723 a10724 FLOP. Esta diferencia de dos 6rdenes de magnitud separa a
los laboratorios punteros de los que ya no pueden competir. Para dar una idea, un ordenador personal tipico
realiza en torno a 10M1 FLOP por segundo: Un entrenamiento de frontera en la actualidad acumula trillones
de trillones de clics, sumando el trabajo de miles de maquinas durante semanas o meses. La diferencia de
escala no es de “ordenador rapido vs. lento”, sino que esta mas cerca de un pequeno taller frente a una gran
factoria. En la Figura 1 se observa la evolucion del computo de entrenamiento en inteligencia artificial.
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Figura 1. Evolucion del computo de entrenamiento en IA (2010-2025)
Fuente: Epoch (2025)

Para expresar “potencia x tiempo” se usa el petaFLOP/dia (PF-day): ejecutar 10M5 operaciones por se-
gundo durante 24 horas, es decir, unas 10720 operaciones en total. Con este lenguaje, un entrenamiento de
10725 FLOP equivale a unos 100.000 PF-days y uno de 10726 FLOP a alrededor de 1.000.000 PF-days.

Estas métricas importan que FLOP y PF-days permiten comparar entrenamientos con hardware distinto
y arquitecturas diferentes. Sirven para auditar ambicion y eficiencia algoritmica sin depender de marcas o
marketing. Cada salto de x10 en FLOP exige mas GPU/TPU, mas red, mas refrigeracion y mas electricidad.
No es un tecnicismo: determina quién puede entrenar qué y con qué calendario. Asi, los presupuestos, in-
fraestructuras y regulacion energética se planifican con estas magnitudes. Los paises y empresas que no
internalicen FLOP y PF-days quedaran fuera de la frontera. Ademas, al reportar FLOP totales y PF-days junto
a parametros y otros datos permite reconstruir el esfuerzo real, estimar la eficiencia de las mejoras y distin-
guir avances algoritmicos de mera fuerza bruta.

El efecto acumulado de esta dinamica de aumento de computo es que el desarrollo de modelos fron-
tera ha pasado a estar concentrado en muy pocos actores. Mientras que antes bastaba con un laboratorio
universitario para experimentar con algoritmos de IA, hoy solo unas pocas empresas (OpenAl, Anthropic,
Google DeepMind en Estados Unidos; Baidu, ZhipuAl o Baichuan en China) y unos cuantos consorcios pu-
blicos con apoyo gubernamental pueden afrontar el coste de entrenar modelos de decenas de billones de
parametros (Ameye et al., 2024).
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Europa, por su parte, se ha situado en una posicion ambivalente. Por un lado, carece de las inversiones
privadas colosales que caracterizan al ecosistema estadounidense. Por otro, ha demostrado capacidad de
liderazgo en proyectos abiertos y colaborativos como BLOOM y Mistral que han replicado o rozado el estado
del arte con una fraccion de los recursos. A ello se suma una infraestructura publica y consorciada que no es
marginal: redes EuroHPC, supercomputadores nacionales, y ecosistemas de datos sectoriales impulsados
por fondos publicos. La fragmentacion regulatoria y de mercado sigue siendo un lastre, pero coexiste con
una ventaja diferencial: disponibilidad de datos multilinglies y marcos de privacidad que, bien aprovechados,
elevan la calidad de los conjuntos de entrenamiento en ambitos sensibles.

La conclusidén es inequivoca: la historia de la inteligencia artificial en las ultimas dos décadas puede leer-
se como la historia del escalado computacional. Cada avance significativo no ha sido unicamente fruto de
una mejora de los algoritmos, sino sobre todo de la capacidad de movilizar mas computo, mas datos y mas
recursos energeéticos (de Vries, 2023). El resultado es que, hablar hoy de inteligencia artificial equivale, en
buena medida, a hablar de economia politica del computo.

3. La ventana de difusion: casos descriptivos

Uno de los rasgos mas llamativos del desarrollo de la inteligencia artificial contemporanea es la creciente
reduccion del tiempo que transcurre entre el lanzamiento de un modelo propietario de fronteray la aparicion
de una alternativa abierta de caracteristicas comparables. Ese intervalo, que hemos denominado aqui ven-
tana de difusion, constituye una medida indirecta de la rapidez con la que el conocimiento tecnoldgico se
propaga mas alla de los laboratorios cerrados y llega a comunidades académicas, investigadores indepen-
dientes y empresas emergentes.

En esta seccion repasamos los casos mas representativos de los ultimos afios. No se trata de un cata-
logo exhaustivo, sino de ejemplos paradigmaticos que ilustran como la ventana de difusion ha pasado de
anos a meses, con implicaciones profundas para la innovacion, la gobernanza y la autonomia tecnolégica
de Europa.

Cuando OpenAl anuncié GPT-3 en mayo de 2020, el ecosistema de la IA entré en una nueva era. Con
175.000 millones de parametros y un coste de entrenamiento estimado en decenas de millones de ddlares,
el modelo superaba en varios 6rdenes de magnitud todo lo que existia hasta entonces. Durante mas de dos
afios, GPT-3 permanecié sin equivalente abierto.

La respuesta llegd en julio de 2022, cuando el consorcio internacional BigScience, con fuerte lideraz-
go europeo y el apoyo de la infraestructura publica del supercomputador Jean Zay en Francia, presenté
BLOOM: un modelo de 176.000 millones de parametros entrenado en 46 lenguas y 13 lenguas de progra-
macion. Mas alla de la potencia técnica, lo relevante fue el cambio cultural: por primera vez, un modelo de
escala comparable a GPT-3 se ponia a disposicion de la comunidad global bajo una licencia abierta. La
ventana temporal en este caso fue de aproximadamente 26 meses. Representa el ultimo gran ejemplo de
un intervalo prolongado, propio de una etapa en la que solo unos pocos actores privados podian financiar
entrenamientos a gran escala.

En marzo de 2023, OpenAl presenté GPT-4, un modelo cuyo tamafo exacto no se ha hecho publico, pero
que establecié un nuevo estandar en capacidades de razonamiento y comprension del lenguaje. Apenas
cuatro meses después, en julio de 2023, Meta anuncié LLaMA-2, un modelo abierto de hasta 70.000 millo-
nes de parametros que, en numerosos puntos de referencia, mostraba un rendimiento comparable al de los
modelos propietarios mas avanzados.

Aqui la ventana de difusion se redujo a meses, no afnos. El salto refleja no solo la maduracion de la comu-
nidad investigadora y el acceso mas amplio a infraestructuras de coémputo, sino también un cambio estraté-
gico: grandes empresas tecnologicas, en este caso Meta, comenzaron a liberar modelos de alto nivel como
parte de su estrategia competitiva.

Ademas, en febrero de 2023, Meta distribuyo el modelo LLaMA-1 bajo una licencia restringida a investiga-
dores. Pocas semanas después, los pesos del modelo fueron filtrados en internet, lo que permitié que cual-
quier desarrollador pudiera experimentar con él. Aunque se tratd de una filtracion no autorizada, sus efectos
fueron comparables a los de una liberacion oficial: desencadend una explosion de proyectos derivados, y
adaptaciones que impulsaron una ola de innovacion en todo el ecosistema abierto.

Desde el punto de vista de la ventana de difusion, este caso muestra como los procesos formales de
transferencia de conocimiento pueden verse acelerados por fugas no planificadas, con consecuencias difi-
ciles de controlar tanto para las empresas propietarias como para los reguladores.

La dinamica de aceleracion se refleja con claridad en la secuencia Claude de Anthropic, a Mistral, ambos
de 2023. Mientras Anthropic avanzaba en el terreno del alineamiento y la seguridad, perfeccionando me-
canismos de control para reducir sesgos y respuestas dafninas en sus modelos cerrados, la joven startup
francesa Mistral irrumpia con un golpe de efecto: la publicacion de un modelo abierto, compacto y altamente
eficiente que alcanzaba niveles de rendimiento comparables con una fraccion de los recursos invertidos
por los gigantes del sector (Jiang et al., 2023). Este contraste ilustra la velocidad con la que la frontera tec-
nolégica puede desplazarse en direcciones divergentes, combinando el esfuerzo intensivo en sofisticacion
algoritmica con estrategias radicales de eficiencia y apertura que democratizan el acceso y multiplican la
capacidad de réplica en el ecosistema global.

En 2025 se ha dado el caso inverso, en donde el modelo abierto se adelanté al cerrado en dias. El 5 de
abril de 2025 Meta publica LLaMA-4 con pesos descargables y que permite uso y modificacion con restric-
ciones para casos de uso comerciales de gran escala. Nueve dias después, el 14 de abril de 2025, OpenAl
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anuncia GPT-4.1 como su nueva serie de modelos. La ventana de difusion aqui se invierte: el abierto precede
al propietario y de hecho precipita la publicacion de este modelo. Este patron sugiere que cuando existen
pesos abiertos y licencias de uso amplio, las comunidades y empresas pueden trabajar en su propio hard-
ware o nube sin esperar APIs propietarias, reduciendo la friccion de réplica y acelerando la difusion.

Estos casos, sintetizados en la Tabla 1, refuerzan la idea de que la ventana de difusion ya no es uniforme ni
previsible: depende de decisiones estratégicas, de la disponibilidad de hardware y, en ocasiones, de eventos
inesperados como filtraciones. Asimismo, el repaso a estos hitos revela una tendencia clara: la ventana de
difusion se esta acortando de manera sostenida. Lo que en 2020 suponia mas de dos anos se ha reducido a
unos pocos meses. En paralelo, el ecosistema abierto ha adquirido una capacidad organizativa y técnica sin
precedentes, capaz de movilizar recursos distribuidos y coordinar proyectos de gran escala.

Para Europa, esta aceleracion supone tanto una oportunidad como un desafio. Oportunidad, porque ini-
ciativas como BigScience o Mistral muestran que es posible situarse en la frontera mediante estrategias
colaborativas y abiertas. Desafio, porque la rapidez de la difusion obliga a repensar las politicas de apoyo, las
infraestructuras de computo y la regulacion para evitar quedar atrapados en una posicion secundaria.

Tabla 1. Ejemplos de ventanas de difusion en IA reciente

Modelo propietario (fecha)

Modelo abierto (fecha)

Intervalo aproximado

GPT-3 (OpenAl, mayo 2020) BLOOM (BigScience, jul. 2022) 26 meses
GPT-4 (OpenAl, mar. 2023) LLaMA-2 (Meta, jul. 2023) 4 meses
PaLM (Google, 2022) Falcon (Tll, 2023) 12 meses

Claude (Anthropic, 2023)

Mistral (Francia, 2023)

Menos de 12 meses

LLaMA-1 (Meta, feb. 2023)

Filtracion (mar. 2023)

Semanas

GPT-4.1 (OpenAl, abr. 2025)

LLaMA-4 (Meta, abr. 2025)

Modelo abierto antes

Fuente: Elaboracion propia

La evidencia descriptiva es inequivoca: la ventana de difusion se ha estrechado radicalmente. Lo que falta
por explorar, y que sera el objeto de la seccion siguiente, son los motores de esa aceleracion, desde la caida
de los costes de computo hasta la competencia geopolitica por el liderazgo en inteligencia artificial.

4. Tendencias recientes en costes y hardware

El acelerado ritmo de avance en inteligencia artificial se explica por un factor material ineludible: el coste del
computo. Durante los ultimos quince afnos, entrenar modelos de frontera ha requerido cantidades crecientes
de operaciones de calculo, medibles en FLOP, que se traducen en costes econdmicos y energéticos cada
vez mas elevados. Sin embargo, en paralelo a este aumento absoluto, se ha producido una caida sostenida
del coste relativo por unidad de computo, lo que explica que iniciativas abiertas y consorcios académicos
hayan podido competir con proyectos corporativos de miles de millones de délares.

Desde los primeros modelos de deep learning en la década de 2010, el coste de una operacion de punto
flotante ha seguido una trayectoria decreciente casi exponencial, heredera del espiritu de la ley de Moore.
Estudios recientes (Sevilla et al., 2022; Epoch, 2025) muestran que, aunque la velocidad de mejora del hard-
ware se ha ralentizado en algunos segmentos, el coste por FLOP sigue reduciéndose a un ritmo que hace
que sea posible duplicar los FLOPs por cada dolar de gasto en alrededor de dos aios como se observa en
la Figura 2.
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Figura 2. Evolucion del coste por FLOP en entrenamiento de IA, 2010-2025

Fuente: Hobbhahn & Besiroglu (2022)
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La magnitud del cambio es dificil de exagerar: entrenar un modelo de gran escala en 2012 podia costar
decenas de millones de ddlares en infraestructura que solo estaba al alcance de grandes empresas tecno-
I6gicas. Una década mas tarde, proyectos colaborativos como BLOOM pudieron movilizar un cémputo com-
parable por una fraccion del precio gracias a la combinacion de hardware mas eficiente, mejores algoritmos
de optimizacion y, sobre todo, economias de escala en infraestructuras compartidas.

El motor de esta reduccion ha sido la innovacion en hardware. Las tarjetas graficas (GPUs), inicialmen-
te concebidas para videojuegos, fueron el catalizador de la revolucion del deep learning. Posteriormente,
Google introdujo las TPUs (Tensor Processing Units), disefadas especificamente para operaciones de
aprendizaje automatico. Hoy asistimos a una diversificacion del ecosistema con GPUs de nueva generacion
que multiplican por varios ordenes la eficiencia respecto a generaciones anteriores, chips especializados
desarrollados por empresas emergentes y proyectos de codigo abierto y supercomputadores europeos
como Jean Zay en Francia o Leonardo en ltalia, que representan intentos de crear una base propia de com-
puto para la investigacion en IA. El resultado es un entorno competitivo en rapida evolucion, donde el acceso
a hardware de ultima generacion se ha convertido en un factor geopolitico.

El computo no es solo una cuestidon de eficiencia técnica; es también un recurso estratégico sujeto a
tensiones internacionales. Las restricciones a la exportacion de GPUs avanzadas impuestas por Estados
Unidos a China desde 2022 han alterado profundamente el mercado, generando incertidumbre sobre el
acceso a componentes criticos. Aunque Europa no es el objetivo directo de esas medidas, sus consecuen-
cias indirectas son claras: encarecimiento de la oferta global, competencia por recursos limitados y mayor
dependencia de unos pocos proveedores (Schrepel & Pentland, 2024).

Esta dimensidn geopolitica subraya la vulnerabilidad de Europa. Sin una base industrial propia en semi-
conductores de ultima generacion, la region depende de importaciones para sostener cualquier proyecto de
IA de frontera. La European Chips Act, aprobado en 2023, es un intento de reducir esta dependencia, pero
sus efectos tardaran afos en materializarse (Parlamento Europeo y Consejo, 2023).

Paradodjicamente, la caida del coste relativo por FLOP no significa que entrenar modelos sea mas barato
en términos absolutos. Al contrario: la l6gica de las scaling laws empuja a usar siempre mas computo, de
modo que el gasto total crece incluso mientras el coste unitario disminuye. Es el fendbmeno que algunos
analistas describen como una “espiral de escalado”: cada mejora en eficiencia se traduce en un aumento
en la ambicion de los proyectos.

Asi, mientras el entrenamiento de AlexNet en 2012 podia realizarse con unas pocas GPUs, GPT-3 en
2020 necesité miles de ellas funcionando durante semanas, y los modelos mas recientes consumen ya
millones de horas de GPU equivalentes. La accesibilidad relativa ha mejorado, pero la barrera de entrada
absoluta sigue siendo altisima.

La relacion entre costes y difusion es directa: Cuando los costes caen, los proyectos académicos y con-
sorcios abiertos pueden acercarse antes a la frontera. En cambio, cuando los costes se disparan, la ventana
de difusion se amplia, pues solo unos pocos actores pueden sostener el esfuerzo inicial.

El caso de BLOOM frente a GPT-3 se entiende mejor a la luz de esta dinamica: en 2020, el coste del en-
trenamiento estaba todavia fuera del alcance de la comunidad abierta; en 2022, la mejora del hardware y la
disponibilidad de infraestructuras compartidas permitié acortar la distancia. Desde entonces, cada nueva
generacion de hardware ha reducido aun mas el intervalo.

En sintesis, la evolucion reciente muestra una doble cara. Por un lado, la caida del coste relativo por FLOP
ha abierto la puerta a que iniciativas abiertas y actores europeos puedan competir en el terreno de la IA de
gran escala. Por otro, la dependencia de cadenas de suministro externas y el aumento del gasto absolu-
to consolidan un escenario en el que el computo se convierte en recurso estratégico de primer orden. La
ventana de difusion no puede entenderse sin atender a esta paradoja: el hardware abarata la réplica, pero
también eleva las apuestas.

5. Europa en la carrera global

Hablar de inteligencia artificial en la actualidad es hacerlo de una carrera geopolitica en la que Estados
Unidos y China concentran los mayores recursos, las empresas mas avanzadas y la mayor parte de los mo-
delos de frontera. En ese contexto, Europa se encuentra en una posicion intermedia: rezagada en la compe-
ticion de escala bruta, pero con fortalezas notables en el terreno de los modelos abiertos, la regulaciony la
cooperacion internacional.

Estados Unidos sigue siendo el epicentro de la inteligencia artificial de frontera. Empresas como OpenAl,
Anthropic, Google DeepMind y Microsoft han establecido un oligopolio de facto en la produccién de mode-
los con miles de millones de parametros, respaldados por presupuestos de miles de millones de ddlares y
acceso privilegiado a infraestructuras de computo masivo.

La estrategia estadounidense combina tres elementos: Una escala de computo sin precedentes, apoya-
da en el dominio de NVIDIA en GPUs, un capital privado abundante, con rondas de financiacion que superan
los miles de millones, y alianzas estratégicas entre startups y gigantes tecnolégicos con el caso paradig-
matico es la inversion de Microsoft en OpenAl. El resultado es un liderazgo tecnolégico indiscutible, pero
también una creciente concentracion del poder en manos de pocas empresas.

China, aunque mas tardia en la carrera, ha logrado reducir distancias a gran velocidad. Institutos como
ZhipuAl, Baichuan o SenseTime han desarrollado modelos de escala similar a los occidentales, con un fuer-
te apoyo estatal y una estrategia explicita de autonomia tecnoldgica.
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Las restricciones a la exportacion de hardware impuestas por Estados Unidos desde 2022 han obliga-
do a China a buscar soluciones alternativas, como el desarrollo de chips nacionales y la construccion de
supercomputadores optimizados para IA. Aunque estas limitaciones ralentizan el acceso al hardware mas
avanzado, también estimulan la creacion de una base industrial propia.

China, en suma, representa una estrategia estatal de largo plazo, orientada a asegurar que la ventana de
difusion no dependa de decisiones externas, sino de la capacidad de movilizar recursos internos.

Frente a estas dos potencias, Europa aparece en ocasiones como un actor secundario. Carece de em-
presas capaces de invertir decenas de miles de millones en un unico modelo y depende en gran medida de
hardware importado. Sin embargo, en un aspecto crucial Europa ha conseguido proyectar liderazgo global:
el de los modelos abiertos y colaborativos.

El caso mas emblematico es el de BLOOM (2022), fruto de la iniciativa BigScience impulsada desde
Paris por HuggingFace y financiada en parte con recursos publicos franceses. BLOOM no solo fue un logro
técnico, sino también un simbolo politico: demostré que Europa podia coordinar un consorcio internacional,
movilizar supercomputacion publica y entregar a la comunidad cientifica un modelo de escala GPT-3 con
licencia abierta. En la Figura 3 se observa como BLOOM fue el modelo abierto mas preciso y en la actualidad
los modelos LlaMA, de Meta, han convergido en cuanto a precision respecto a los modelos cerrados de
frontera.

Modelos de IA abiertos y cerrados con mejor desempeno frente a una referencia MMLU
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Figura 3: Mapa comparativo de iniciativas en IA cerrados y abiertos

Fuente: Cottier et al. (2024)

A este ejemplo se suman iniciativas recientes como Mistral, una startup francesa fundada en 2023 que ha
conseguido situar modelos abiertos altamente competitivos en el centro del debate internacional, o proyec-
tos apoyados por universidades y supercomputadores nacionales (Jean Zay en Francia, Leonardo en ltalia,
MareNostrum en Espania).

Europa cuenta ademas con un activo estratégico poco reconocido: su red de supercomputadores publi-
cos, muchos de ellos integrados en la red EuroHPC. Aunque originalmente concebidos para simulaciones
cientificas y calculos de fisica o biologia, estos centros han comenzado a destinar parte de su capacidad a
proyectos de inteligencia artificial.

No obstante, el acceso sigue siendo limitado y fragmentado. La falta de un programa europeo coordinado
de computo abierto para IA dificulta que universidades y startups puedan competir en igualdad de condi-
ciones con sus homoélogos estadounidenses o chinos. Asi, hay tres modelos distintos de aproximacion a la
frontera de la IA. Estados Unidos cuenta con dominio corporativo, impulsado por grandes empresas priva-
das con acceso a capital y hardware global. China ha optado por una estrategia estatal, con inversion masiva
y apuesta por la autonomia en hardware. Por su parte, Europa cuenta con liderazgo en el espacio abierto y
colaborativo, pero dependiente en hardware y financiacion de actores externos.

El panorama no es necesariamente desfavorable para Europa. Precisamente porque la ventana de di-
fusion se esta acortando, el espacio de ventaja no reside en reproducir la escala bruta de los modelos es-
tadounidenses o chinos, sino en liderar la esfera abierta. El capital social, la tradicion académica y la in-
fraestructura publica de Europa le permiten desempefar un papel crucial como garante de transparencia,
accesibilidad y responsabilidad en la IA.

En un mundo donde la innovacion se mide no solo en FLOP, sino también en legitimidad social y capaci-
dad de regulacion, Europa puede convertir su aparente debilidad en fortaleza. La apuesta por lo abierto, lejos
de ser un recurso secundario, puede ser la clave para marcar la diferencia en la proxima década.

6. Implicaciones para la politica europea

Si algo demuestra el analisis de la ventana de difusion en inteligencia artificial es que la cuestion no es solo
técnica, sino profundamente politica y estratégica. La rapidez con que los modelos abiertos alcanzan a los
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propietarios redefine el equilibrio global, y Europa debe decidir como posicionarse en un terreno donde
Estados Unidos y China marcan el paso.

Las implicaciones para la politica europea pueden agruparse en cuatro dimensiones principales: la de-
pendencia tecnoldgica, las oportunidades del espacio abierto, la integracion con las agendas comunitarias
y la necesidad de infraestructuras compartidas.

Europa carece hoy de un actor corporativo capaz de competir con OpenAl, Anthropic o Google DeepMind
en escala de inversion y computo. Esto genera una dependencia tecnolégica que afecta a multiples niveles.
En el ambito de la investigacion, universidades y centros europeos se ven obligados a trabajar con APIs
propietarias de empresas extranjeras, lo que limita su autonomia y condiciona el tipo de experimentos avan-
zados que pueden realizar. En el plano industrial, startups y pymes europeas desarrollan sus productos y
servicios sujetos a licencias, precios y restricciones impuestas desde fuera, lo que frena la capacidad de
innovacion enddgena y aumenta la vulnerabilidad competitiva. En materia de gobernanza, la definicion de
estandares y practicas de seguridad queda en manos de corporaciones que operan fuera de la jurisdic-
cion europea, lo que reduce el margen de accion normativa y limita la soberania tecnoldgica de la region.
Reducir esta dependencia tecnolégica no significa replicar el modelo estadounidense de grandes empre-
sas privadas, sino construir un ecosistema alternativo que aproveche las fortalezas de Europa en aperturay
regulacion.

Ademas, la ventana de difusion se ha convertido en una palanca de oportunidad para Europa. Iniciativas
como BLOOM o Mistral demuestran que, con coordinacion y acceso a computo publico, es posible situar-
se en la frontera en cuestion de meses. Esta estrategia ofrece ventajas claras, tales como transparencia y
reproducibilidad, esenciales para la investigacion cientifica, democratizacion del acceso, que favorece la
innovacion distribuida en startups, universidades y pymes, asi como legitimidad social, en un momento de
desconfianza creciente hacia la concentracion de poder tecnoldgico en unas pocas corporaciones. Europa
puede liderar no en escala bruta, sino en la definicion de estandares abiertos y éticos que guien el desarrollo
global dela lA.

La inteligencia artificial no se desarrolla en el vacio: debe articularse con las grandes agendas europeas,
que marcan el rumbo estratégico de la Unidn y condicionan tanto el marco regulatorio como las capacida-
des industriales y tecnoldgicas disponibles.

. La Al Act, aprobada en 2024, constituye el primer marco regulador integral sobre inteligencia artificial en
el mundo. Su enfoque en clasificacidon de riesgos, transparencia y derechos fundamentales convierte
a Europa en pionera en gobernanza tecnoldgica (Parlamento Europeo y Consejo, 2024). En este con-
texto, la disponibilidad de modelos abiertos y auditables resulta decisiva: al exponer su funcionamiento
interno, facilitan la verificacion de sesgos, el control de usos indebidos y la adaptacion de la normativa
en funcion de la evidencia empirica (Balcioglu et al., 2025)

. La Chips Act responde a una vulnerabilidad critica: la dependencia europea de semiconductores impor-
tados para el cémputo avanzado. La IA de frontera exige hardware especializado, cuya produccién esta
hoy concentrada en pocas regiones del mundo. El desafio europeo es que la construccién de una base
industrial propia en semiconductores requiere plazos largos de inversion, desarrollo y escalado, mien-
tras que la ventana de difusion de la |IA avanza con gran rapidez, creando un desajuste entre necesidad
inmediata y capacidad instalada.

. La Agenda Digital Europea persigue una transicién digital inclusiva y competitiva, donde la IA ocupa un
papel central en productividad, servicios publicos y transformacion sectorial. La disponibilidad de mo-
delos abiertos de alta calidad permite que pymes, administraciones y actores sin grandes presupuestos
accedan a herramientas avanzadas sin quedar relegados a depender de licencias costosas o solucio-
nes cerradas, democratizando asi los beneficios de la digitalizacién.

. El Pacto Verde Europeo conecta la estrategia climatica con la innovacion tecnoldgica. La IA de gran
escala implica consumos energéticos y de recursos significativos, desde el entrenamiento hasta la infe-
rencia. Europa tiene la posibilidad de marcar una diferencia global impulsando modelos mas eficientes
en computo y energéticamente sostenibles, alineando la investigacion en IA con sus compromisos de
neutralidad climatica y convirtiendo la sostenibilidad en un vector de competitividad tecnoldgica.

De entre todos los obstaculos, el mas inmediato para que Europa aproveche la ventana de difusion es
el acceso al computo. Hoy, incluso proyectos abiertos dependen de acuerdos bilaterales con proveedores
de hardware o de un acceso limitado a supercomputadores nacionales. Una opcion es avanzar hacia un
“European Open Compute Cloud”, una infraestructura compartida que permita a universidades, startups y
consorcios acceder a recursos de computo de ultima generacion con reglas claras y financiacion publica.
Este modelo seria comparable al CERN en fisica de particulas: una gran infraestructura paneuropea al ser-
vicio de la cienciay la innovacion.

La combinacion de estos elementos apunta hacia una estrategia que podriamos denominar autonomia
estratégica abierta. Europa no puede ni debe aspirar a replicar la escala de Estados Unidos o China en soli-
tario, pero si puede consolidar un modelo propio basado en tres pilares:

I Infraestructuras de cémputo publicas y accesibles.

Il. Iniciativas abiertas y colaborativas como BLOOM o Mistral.

lll.  Un marco regulatorio robusto que garantice seguridad, derechos y sostenibilidad (Bolgouras et al.,
2025).
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De esta manera, la ventana de difusion deja de ser un factor de vulnerabilidad para convertirse en un re-
curso estratégico: unintervalo que Europa puede aprovechar para posicionarse como lider en transparencia,
legitimidad y cooperacion internacional.

7. Perspectivas de futuro

Si algo ensenia la trayectoria reciente de la inteligencia artificial es que las tendencias que hoy parecen séli-
das pueden transformarse de forma abrupta. En 2020 nadie habria predicho que un consorcio abierto como
BigScience conseguiria entrenar un modelo comparable a GPT-3. Tampoco que una filtracion como la de
LLaMA-1 en 2023 desencadenaria una ola de innovacion distribuida que alteraria los calendarios de empre-
sas y reguladores. En 2025 se produjo una inversion puntual de la ventana: LLaMA-4 (5 de abril) precedio a
GPT-4.1(14 de abril), mostrando que el abierto puede adelantarse al propietario en cuestion de dias. El futuro
de la ventana de difusion en IA es, por tanto, incierto, pero se pueden identificar tres grandes escenarios
plausibles que orientan la reflexidon estratégica de Europa.

En el primer escenario, la dinamica observada en 2023 y de forma mas reciente se consolida: la distancia
entre un modelo propietario y su equivalente abierto se vuelve consistentemente reducida. La explicacion
seria doble: Por un lado, la maduracion de comunidades abiertas capaces de movilizar rapidamente infraes-
tructuras distribuidas y coordinar equipos internacionales. Por otro, la decision de grandes empresas de
liberar modelos avanzados como parte de su estrategia competitiva, acelerando la disponibilidad de capa-
cidades de frontera.

Las consecuencias son ambivalentes. Una ventana muy corta permitiria a universidades, startups y go-
biernos acceder casi en tiempo real a tecnologias de vanguardia. Pero también aumentaria los riesgos de
proliferacion incontrolada, dificultando los esfuerzos de seguridad y gobernanza.

El segundo escenario es que la ventana vuelva a ampliarse, no por razones técnicas, sino por restric-
ciones politicas y comerciales. Si los costes absolutos de entrenamiento siguen creciendo y las empresas
propietarias optan por cerrar aun mas el acceso a sus modelos, la difusién podria ralentizarse.

En este caso, los modelos abiertos quedarian limitados a escalas intermedias, y los actores europeos
dependerian de APIs privadas gestionadas por empresas estadounidenses o chinas. La ventana de difusion
se convertiria asi en un mecanismo de poder, prolongado deliberadamente para mantener ventajas compe-
titivas. El riesgo para Europa seria alto: una posicion de dependencia estructural, sin capacidad real de influir
en la agenda tecnoldgica global.

El tercer escenario seria el mas favorable para Europa y daria si se combina la aceleraciéon de la ventana
con una estrategia deliberada de autonomia. Aqui, la region aprovecharia su capacidad de coordinacion
institucional y su tradicion de ciencia abierta para situarse como referente en modelos accesibles, transpa-
rentes y auditables.

En la practica, esto supone consolidar un ecosistema europeo de supercomputacion para IA, articulado
sobre EuroHPC y nodos nacionales, financiado con fondos comunitarios, con acceso federado y tarifas sub-
vencionadas para universidades, centros publicos y startups y colas de prioridad para proyectos estratégi-
cos; respaldar proyectos abiertos de gran escala (BLOOM, Mistral y sucesores) con financiacion plurianual,
repositorios de datos auditados, licencias claras y gobernanza técnica independiente que garantice repro-
ducibilidad y transferencia a la industria; impulsar espacios comunes de datos sectoriales (salud, energia,
movilidad, manufactura) con estandares de interoperabilidad, anonimizacion soélida y acuerdos de coopera-
cion que permitan entrenamiento y evaluacion transfronteriza; desplegar un marco regulatorio con alcance
internacional que alinee el IA Act con guias técnicas de evaluacion ex ante y ex post, informe de huella de
computo y trazabilidad de bases de datos; establecer bancos de pruebas y puntos de referencia publicos
europeos con métricas de seguridad, robustez, eficiencia energética y desempefio multilinglie, vinculan-
do resultados a la elegibilidad de ayudas; y crear instrumentos financieros mixtos como IPCEI (Important
Projects of Common European Interest), compra publica precomercial y créditos blandos que reduzcan el
coste de capital para escalar del laboratorio al producto, de modo que transparenciay responsabilidad dejen
de ser carga regulatoria y pasen a operar como ventajas competitivas exportables.

En este escenario, Europa no lideraria en escala bruta, pero si en legitimidad y gobernanza, actuando
como arbitro de facto en la fijacion de estandares y buenas practicas. La palanca seria regulatoriay de com-
pra: requisitos de interoperabilidad y documentacion técnica, auditorias de seguridad para despliegues de
alto riesgo, y acuerdos tipo para comparticion de datos en espacios de confianza con anonimizacion fuerte.
La gobernanza se consolidaria mediante foros europeos abiertos, bancos de pruebas neutrales operados
por consorcios académicos-industriales, y un régimen de conformidad graduado que favorezca modelos
abiertos y eficientes sin eximirlos de pruebas. El resultado seria un “sello UE” de calidad técnicay ética que
terceros adoptan por portabilidad regulatoria y por coste de cumplimiento marginal, con Europa marcando
el liston de evaluabilidad, seguridad y transparencia incluso cuando el mayor computo esté fuera (Cantero
Gamito, 2024).

El rumbo de la ventana de difusion dependera de variables aun indeterminadas: la evolucién del hard-
ware, es decir, si aparecen cuellos de botella sostenidos en GPUs avanzadas y si la capacidad de réplica'y
escala se comprimirg; las dinamicas corporativas de las grandes empresas del sector; los eventos inespe-
rados como filtraciones, fugas de modelos, rupturas algoritmicas o mejoras de eficiencia de entrenamiento
capaces de alterar la frontera en semanas; y la politica internacional, por ejemplo con unas crecientes ten-
siones EE.UU.-China que reconfiguren las cadenas de suministro o conduzcan a controles a la exportacion
condicionando el margen de maniobra europeo.
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En cualquier escenario, Europa afronta un dilema: ser mero receptor de tecnologias definidas en otros
lugares, o convertirse en un actor normativo y cientifico central. Los riesgos son claros: dependencia tecno-
I6gica, pérdida de competitividad, incapacidad de controlar los efectos sociales y econdmicos de la IA. Las
oportunidades también: liderar el espacio abierto, consolidar un modelo alternativo basado en la transparen-
ciay la cooperacion, y reforzar su autonomia estratégica en el terreno digital.

En sintesis, el futuro de la ventana de difusion no esta predeterminado. Europa se encuentra en un punto
de inflexion: la velocidad creciente de la difusion puede ser una amenaza si se aborda pasivamente, pero
puede convertirse en una ventaja si se acompana de politicas activas, infraestructuras compartidas y una
vision estratégica de largo plazo.

8. Conclusion

La historia reciente de la inteligencia artificial puede leerse como una sucesion de avances en algorit-
mos y datos, pero, sobre todo, como la historia del computo y su difusién. Cada salto en la frontera ha
estado acompanado de un aumento exponencial en los recursos necesarios y de un intervalo, la ventana
de difusion, que determina cuando y como esas innovaciones llegan a la comunidad abierta.

En 2020, la diferencia entre el anuncio de GPT-3 y la aparicion de BLOOM era de mas de dos afnos. Tres
anos mas tarde, con GPT-4 y LLaMA-2, la ventana se habia reducido a apenas cuatro meses. En 2025, la
ventana llego a invertirse puntualmente: LLaMA-4 (5 de abril) se publicé con pesos abiertos bajo licencia
comunitaria y precedié a GPT-4.1 (14 de abril).

La evidencia es clara: la ventana de difusion se esta acortando. Lo que antes era un intervalo prolongado
que consolidaba la hegemonia de unos pocos actores hoy se convierte en un margen estrecho en el que co-
munidades abiertas, startups y consorcios internacionales pueden disputar parte de la frontera. Este cambio
altera profundamente el mapa de la innovacion y plantea dilemas urgentes de gobernanza.

Para Europa, la leccion es doble. Por un lado, existe un riesgo real de dependencia tecnoldgica, agravado
por la concentracion de hardware avanzado en manos de proveedores externos y por la ausencia de empre-
sas capaces de competir en escala con los gigantes estadounidenses o chinos. Por otro, se abre una venta-
na de oportunidad inédita: el liderazgo en el terreno de los modelos abiertos, transparentes y colaborativos.

La apuesta europea por proyectos como BLOOM, HuggingFace o Mistral demuestra que la region puede
situarse en el centro del debate internacional sin necesidad de replicar el modelo corporativo de Estados
Unidos ni la estrategia estatal de China. Lo que Europa puede ofrecer es un modelo alternativo, basado en
tres pilares:

I Infraestructuras compartidas de computo, que garanticen acceso justo y sostenible a investigado-
res y empresas emergentes.

.  Modelos abiertos y auditables, que refuercen la legitimidad social y cientifica del desarrollo en IA.

lll.  Un marco regulatorio pionero, como la Al Act, que convierta la seguridad, la transparencia y la sos-
tenibilidad en ventajas competitivas.

El reto es que la ventana de difusion no espera. Su aceleracion significa que las decisiones deben
tomarse con rapidez, antes de que la concentracion corporativa o las tensiones geopoliticas cierren el
margen de maniobra. Europa se encuentra en una encrucijada: puede resigharse a ser un consumidor
pasivo de tecnologias desarrolladas fuera, o puede convertirse en un referente global en gobernanzay
apertura.

La inteligencia artificial es, en ultima instancia, una tecnologia de propdsito general, llamada a transfor-
mar la economia, la politica y la vida cotidiana en las proximas décadas. El modo en que Europa gestione la
ventana de difusion determinara no solo su competitividad econdmica, sino también su capacidad de pre-
servar valores fundamentales como la democracia, la equidad y la sostenibilidad.

El mensaje es claro: en la carrera global por la inteligencia artificial, la apertura es la ventaja estratégica de
Europa. Convertir esa intuicion en una politica coherente y ambiciosa es quizas uno de los mayores desafios
y oportunidades del proyecto europeo en el siglo XXI.
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