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ESResumen: Introduccion. Este articulo analiza las percepciones del profesorado universitario sobre el uso
de la inteligencia artificial (I1A) en los procesos de ensefianza-aprendizaje desde una perspectiva de género.
El objetivo principal es explorar como las herramientas de |IA son utilizadas en la actividad docente y examinar
posibles diferencias sexo-genéricas en las actitudes y preocupaciones del profesorado sobre su impacto.
Metodologia. Se aplicé un cuestionario, completado por 133 docentes universitarios de diversas areas del
conocimiento, incorporando un enfoque con perspectiva de género para identificar patrones en el uso vy las
actitudes hacia la IA. Resultados. Los datos muestran un uso generalizado de herramientas de IA entre el
profesorado universitario, con diferencias moderadas en las actitudes y preocupaciones entre hombres y
mujeres. Aunque estas diferencias no resultan estadisticamente significativas, se observan tendencias
como una mayor cautela y reflexion critica entre las docentes respecto al impacto y al uso de la IA en los
procesos de ensehanza-aprendizaje. Discusion/Aportacion. Aunque esta investigaciéon no puede
generalizar sus hallazgos al conjunto del profesorado universitario, el alto niumero de respuestas y la
diversidad disciplinar aportan informacion empirica valiosa en un campo poco estudiado. Los resultados
subrayan la necesidad de desarrollar estrategias formativas e institucionales que promuevan un uso ético,
inclusivo y efectivo de la IA en la educacion superior.
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ENG Perceptions and uses of artificial intelligence among university
teaching staff: an analysis from a gender perspective

Abstract: Introduction. This article analyses university professors' perceptions of using artificial intelligence
(Al) in teaching and learning processes from a gender perspective. The main objective is to explore how Al
tools are used in teaching activities and examine possible gender differences in professors' attitudes and
concerns regarding their impact. Methodology. A questionnaire was administered, completed by 133
university professors from various academic fields. The questionnaire incorporated a gender perspective
approach to identify patterns in the use of and attitudes toward Al. Results. The data show widespread use
of Al tools among university professors, with moderate differences in attitudes and concerns between men
and women. Although these differences are not statistically significant, trends such as greater caution and
critical reflection among female professors regarding the impact and use of Al in teaching and learning
processes are observed. Discussion/Contribution. Although this research cannot generalize its findings to
all university professors, the high number of responses and the disciplinary diversity provide valuable
empirical information in a poorly studied field. The results highlight the need to develop training and
institutional strategies that promote Al’s ethical, inclusive, and effective use in higher education.
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1. Introduccion

1.1. La perspectiva de género en la educacion universitariay en lalA

En las ultimas dos décadas se han llevado a cabo numerosos esfuerzos para incorporar la perspectiva de
género en diversos ambitos e instituciones. En el caso de las universidades, el desarrollo de planes de igual-
dad no solamente responde al cumplimiento de mandatos legislativos, tanto nacionales como europeos,
sino también al reconocimiento de que estas instituciones, como organizaciones generizadas y reflejo de la
sociedad, reproducen desigualdades de género que afectan a todos los miembros de la comunidad univer-
sitaria. Estos planes de igualdad han impulsado diagndsticos, implementado acciones y establecido meca-
nismos de evaluacion orientados a eliminar desequilibrios de género en la carrera académica y profesional,
a abordar los estereotipos y sesgos de género, fomentar la conciliacion y prevenir y actuar ante diferentes
formas de violencia y acoso sexual, asi como aquellas motivadas por razones de género, orientacion, identi-
dad o expresion de género.

Ademas, han promovido la inclusion de la perspectiva de género en la investigacion, la docenciay la ges-
tion universitaria. Sin embargo, a pesar de algunos avances, persisten resistencias y desafios significativos
en este ambito (Tildesley y Bustelo, 2024). Uno de estos retos se relaciona con la integracion de la perspec-
tiva de género en la educacion universitaria, para lo cual se han publicado guias que ofrecen orientaciones
especificas. Estas guias destacan que dicha integracion no afecta unicamente a los contenidos y curriculos,
sino también a dimensiones como el lenguaje, las metodologias empleadas y las interacciones entre el
alumnado y el profesorado (Lopez, Silvestre y Garcia, 2021; Rodriguez-Pérez, Pando-Canteli, Silvestre
Cabrera y Lopez Belloso, 2021; Proyecto Supera, 2022; Blazquez-Rodriguez, Aparicio, Bustelo y Diaz
Santiago, 2023). Adoptar una mirada de género implica considerar como los cambios en estas dimensiones
transforman las relaciones sexo-genéricas. En este contexto, laincorporacion de tecnologias de Inteligencia
Artificial (en adelante, IA) en las universidades tiene un impacto transversal que abarca la gestion, la investi-
gaciony la docencia, haciendo imprescindible su analisis desde una perspectiva de género.

Diversas tedricas coinciden en que, aunque la |IA ofrece humerosas oportunidades, también exige un
analisis critico, ético y, especialmente, con perspectiva de género. En este sentido, gran parte de la literatura
ha venido sefalando los sesgos de género inherentes a la IA. Segun Maria Pérez-Ugena (2024, 312), estos
sesgos se manifiestan de distintas maneras. En primer lugar, los algoritmos de IA se entrenan con datos que
reflejan los prejuicios y estereotipos existentes en la sociedad; es decir, si los datos utilizados estan sesga-
dos, el sistema de IA aprenderay replicara esos mismos sesgos. En segundo lugar, la insuficiente represen-
tacion de mujeres tanto en los datos de entrenamiento como en los equipos de desarrollo puede llevar a que
los sistemas de IA no consideren adecuadamente sus necesidades y experiencias. Finalmente, los sistemas
de IA pueden reforzar estereotipos de género al asignar roles y caracteristicas tradicionales a hombres y
mujeres.

Por su parte, Judy Wajcman (2004) subraya que el disefo tecnolégico no es neutral, ya que a menudo
refleja las estructuras de poder y las dinamicas de género predominantes en la sociedad. Segun su analisis,
los estereotipos de género estan profundamente integrados en la tecnologia debido a normas culturales
prevalentes en las industrias tecnoldgicas, incluso en productos disefiados para un publico general. Un
ejemplo destacado son los asistentes virtuales como Alexa y Siri, que suelen tener voces femeninas. Esto
refuerza estereotipos de género al asociar roles de “asistencia” y “servicio” con las mujeres (Criado Pérez,
2019; UNESCO & EQUALS, 2019; Alonso, 2023). Ademas, como sefiala Amparo Alonso (2023), estas voces
suelen emplear un tono educado, sumiso o incluso servil, lo que perpetua la idea de que las mujeres deben
ser complacientes o subordinadas.

Otras autoras, como Os Keyes (2018), argumentan que estas decisiones de disefio perpetuan roles de
género binarios y normativos, reforzando desigualdades estructurales. Asimismo, Kate Crawford (2021) aha-
de que los sistemas de IA tienden a reproducir una vision homogénea del mundo, producto de procesos de
extraccion de datos y explotacion de recursos que benefician desproporcionadamente a las grandes corpo-
raciones tecnoldgicas. Estas tecnologias no solamente excluyen las realidades interseccionales del Sur
Global, sino que también ignoran las complejidades de género y las identidades que emergen en contextos
postcoloniales. En una linea similar, Safiya U. Noble (2018) considera que los algoritmos perpetuan narrativas
sexistas y racistas al priorizar datos que reflejan las jerarquias de poder existentes. Cuando estas tecnolo-
gias se aplican en contextos del Sur Global, las desigualdades se replican e incluso se agravan debido a la
falta de contextualizacion y la imposicion de valores hegemonicos sobre las realidades locales. Esto
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evidencia como la IA, lejos de ser un avance neutral, puede convertirse en una herramienta que amplifica las
desigualdades existentes si no se cuestionan sus fundamentos éticos y politicos.

Por su parte, en el trabajo de Urchs et al. (2025) también se sefiala como los algoritmos utilizados en los
motores de busqueda y en las bases de datos académicas no solo reflejan las dinamicas sociales existen-
tes, sino que en muchos casos las refuerzan de manera inadvertida. Esto ocurre porque estos sistemas es-
tan disefiados para mostrar resultados que, en funcion de las interacciones previas, popularidad, relevancia
o cantidad de contenido disponible, tienden a privilegiar ciertos perfiles, como los de los profesores del
ambito académico. Para mitigar los problemas asociados con los sesgosy las desigualdades enla IA, se han
propuesto diversas estrategias, desde la conformacion de equipos multidisciplinarios para el disefio y desa-
rrollo de IA educativa con criterios amplios de diversidad (Sanchez-Cruzado, Santiago y Sanchez-Compainia,
2021), mejoras técnicas y politicas de transparencia (Urchs et al., 2025), hasta la implementacién de audito-
rias regulares para identificar y corregir sesgos, pasando por la formacion en alfabetizacion digital para do-
centes y estudiantes (UNESCO, 2023).

En el contexto de la educacion superior, la IA es percibida como una herramienta con un gran potencial
para transformar la ensefanza y el aprendizaje, siempre que su implementacion sea ética y responsable
(Estévez-Cedefio y Sanchez-Vera, 2024). Un estudio reciente de la Universitat Oberta de Catalunya (UOC,
2023) revela que el 73% del profesorado universitario considera que la IA generativa cambiara significativa-
mente la forma en que acompana al alumnado en su formacion, destacando a ChatGPT como la herramienta
mas utilizada, con un 95% de adopcion entre los docentes. El profesorado emplea la IA para una amplia
variedad de tareas, como la preparacion de contenidos, la evaluacion de estudiantes, el fomento del debate
y del pensamiento critico, la generacion de ideas creativas para clases mas dinamicas, la personalizacion
del aprendizaje y la gestion de tareas administrativas (Sanchez-Cruzado, Santiago y Sanchez-Compana,
2021). Estas herramientas ofrecen un apoyo significativo, liberando tiempo para que los y las docentes se
enfoquen en actividades de mayor valor pedagadgico.

Sin embargo, la integracion de la IA en la educacion universitaria plantea desafios importantes. Entre
ellos, destacan la necesidad de formar adecuadamente al profesorado, las preocupaciones sobre el plagio
y el uso indebido por parte del alumnado, y la urgencia de establecer directrices claras para un uso éticoy
responsable (Zawacki-Richter, Marin, Bond y Gouverneur, 2019). Para abordar estos retos, se han sugerido
medidas como el rediseno de actividades evaluativas, la adaptacion de las tareas extracurriculares, el desa-
rrollo de politicas institucionales que regulen el uso ético de la IA y la organizacion de acciones formativas
que sensibilicen al profesorado sobre las oportunidades y riesgos asociados a estas tecnologias (Garcia-
Penalvo, 2024). En este contexto, el papel del profesorado es clave para su integracion reflexiva en el aula.
Esto garantizara que la IA no sélo complemente la labor docente, sino que también fomente un aprendizaje
inclusivo y ético.

No obstante, para que este aprendizaje inclusivo y ético sea realmente efectivo, es crucial que las tecno-
logias de IA se disefien considerando las diversas perspectivas y necesidades de las comunidades educa-
tivas. Es, pues, fundamental incorporar una perspectiva de género en el desarrollo de algoritmos de IA, pro-
moviendo estrategias integrales y transversales que garanticen la igualdad de género en todas las fases del
desarrollo de los sistemas (Pérez-Ugena, 2024, Urchs et al., 2025). Ademas, es esencial fomentar la inclu-
sion de personas diversas en términos de género, “raza”, capacidades y trayectorias en los equipos de de-
sarrollo, lo que enriqueceria las perspectivas y reduciria la posibilidad de sesgos. Un ejemplo relevante seria
el disefio de asistentes virtuales que ofrezcan opciones de voces y personalidades diversas, ademas de
responder de manera critica a comentarios sexistas o abusivos.

Desde una ética inclusiva y feminista, es imprescindible desarrollar practicas igualitarias, criticas y re-
flexivas en el disefio y uso de tecnologias, cuestionando radicalmente la supuesta “neutralidad tecnolégica”
(Alonso, 2023). Abordar el género en la IA no debe limitarse a corregir sesgos superficiales; es necesario un
cambio estructural y epistemoldgico en como disefiamos y utilizamos estas tecnologias. Si bien no es labor
directa del profesorado universitario desarrollar tecnologias, si puede identificar los problemas que deberian
ser abordados por quienes las disefian. Asi, se puede avanzar en un analisis profundo que identifique pro-
blemas en la aplicacion tecnoldgica, hacia una critica estructural que examine las dinamicas de poder que
moldean como se crean las tecnologias y quién las controla.

Sobre la base de esta literatura, nuestro estudio se propone examinar si las diferencias sexo-genéricas
influyen en la forma en que el profesorado universitario percibe y utiliza la IA generativa. Aunque no preten-
demos establecer relaciones causales, si formulamos dos hipotesis exploratorias que orientan el andlisis. En
primer lugar, primera hipotesis, anticipamos que las mujeres docentes mostraran una mayor cautela y preo-
cupacion ética respecto al uso de la IA, coherente con investigaciones que evidencian su mayor sensibilidad
hacia desigualdades y sesgos producidos por tecnologias digitales (Criado Pérez, 2019; Noble, 2018;
Estévez-Cedeno y Sanchez-Vera, 2024).

En segundo lugar, y nuestra segunda hipotesis, esperamos que los hombres presenten niveles mas altos
de confianza y optimismo sobre la funcionalidad de la IA en tareas docentes, en linea con estudios que han
mostrado de forma consistente que los hombres tienden a manifestar una mayor predisposicion hacia la
adopcion de tecnologias emergentes y niveles mas elevados de autoconfianza digital, mientras que las mu-
jeres suelen adoptar posiciones mas cautelosas o centradas en los riesgos éticos y sociales asociados
(Venkatesh, Morris, Davis & Davis, 2003; Li & Kirkup, 2007; Hargittai & Shafer, 2006). Estas hipotesis permi-
ten articular el marco tedrico con el andlisis cuantitativo y establecer un punto de partida sélido para exami-
nar como las desigualdades sexo-genéricas pueden reflejarse en la incorporacion de la IA en la educacion
universitaria.
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2. Metodologia

Esta investigacion forma parte de un proyecto de innovacion docente (PIMCD 294-UCM-2024), en el que se
disend y aplicé un cuestionario estructurado con el objetivo de analizar el uso y las opiniones sobre la IA en
la practica educativa universitaria desde la perspectiva del profesorado. Como se ha adelantado, uno de los
principales propositos de este estudio fue explorar los usos y percepciones que el profesorado universitario
manifiesta respecto a las herramientas de IA en su practica docente, considerando diferencias segun el
género del profesorado. Asimismo, buscdbamos identificar posibles patrones y tendencias en las actitudes,
preocupaciones y expectativas sobre el impacto de la IA en la educacion superior, con el fin de comprender
como las relaciones de género pueden moldear la adopcion critica de estas tecnologias. Consideramos que
profundizar en como estas relaciones influyen en la adopcion y percepcion de la IA en el contexto de ense-
fnanza-aprendizaje puede facilitar la construccion de estrategias mas inclusivas y efectivas para la imple-
mentacion de estas tecnologias en la educacion superior.

El cuestionario fue disefiado para proporcionar una vision integral sobre el uso, la percepciony las preo-
cupaciones en torno a las herramientas de IA generativas, como ChatGPT, en el ambito universitario. Un
grupo de cinco expertos identifico las cuestiones mas relevantes orientadas al profesorado. A partir de estas
aportaciones, se elaboro un primer borrador del cuestionario.

La validacion inicial del cuestionario se llevo a cabo con la participacion de 17 docentes que formaban
parte del proyecto de investigacion y que completaron una version preliminar a través de Google Forms.
Posteriormente, cuatro expertos en IA y formacion docente, pertenecientes a distintas areas del conoci-
miento, revisaron y aceptaron las preguntas del cuestionario, realizando ligeros ajustes para mejorar su pre-
cision y claridad.

El cuestionario final, que se lanzé entre noviembre de 2023 y marzo de 2024, consta de 27 preguntas
(tabla 1), organizadas en dos bloques: un primer blogue con seis preguntas dedicadas a recopilar datos ge-
nerales —“Sexo”, “Edad”, “Universidad”, “Area de conocimiento”, “Categoria profesional” y “Pertenencia al
equipo de investigacion del proyecto”—, y un segundo bloque con preguntas especificas sobre el uso de la
IA. Todas las preguntas, excepto tres (5, 25 y 27), son cerradas. Las preguntas del 1 al 4 ofrecen diferentes
opciones de respuesta, mientras que las preguntas del 6 al 22 utilizan una escala tipo Likert de 1a 5, donde
1 equivale a “Totalmente en desacuerdo” y 5 a “Totalmente de acuerdo”. Finalmente, las preguntas 23, 24 y
26 son dicotdmicas, con respuestas de “Si” 0 “No”".

Se obtuvo la participacion de 133 docentes universitarios/as de tres universidades publicas: Universidad
Complutense de Madrid, Universidad Rey Juan Carlos y Universidad de Malaga. La muestra incluyé una di-
versidad de perfiles en cuanto a areas de conocimiento, categorias profesionales y edades, lo que permitio
realizar un analisis amplio, aunque no representativo.

Por sexo, 44 participantes se identificaron como hombres, 86 como mujeres, 1 como persona no binaria
y 2 prefirieron no revelarlo. Dado que las categorias “no binaria” y “prefiero no decirlo” tuvieron una represen-
tacion limitada, el analisis estadistico se centra en las respuestas de hombres y mujeres, que constituyen la
mayoria de los datos recopilados. Para diferenciar las respuestas por sexos, se presentan segun los porcen-
tajes que implican del total de respuestas de los hombres y del total de las de las mujeres. No obstante, en
las figuras se muestra el total de las respuestas sin porcentajes.

En cuanto a la edad, los hombres tenian entre 28 y 68 afos (media: 48,68 afos) y las mujeres entre 26 y
67 afios (media: 49,77 afnos). La distribucion por areas de conocimiento es la siguiente: el 67% proviene de
Ciencias Sociales (Sociologia, Antropologia, Ciencias Politicas, Economia, Empresariales, Educacion,
Trabajo Social y Ciencias de la Informacion), el 24% de Ciencias de la Salud (Enfermeria, Psicologia y
Nutricion), el 16% de STEM (Quimica, Biologia, Fisica, Informatica y Computacion) y el 1% de Humanidades
(Historia e Historia del Arte). El 43% del profesorado que respondio al cuestionario es funcionario (catedrati-
co o titular), el 34% es temporal (ayudante doctor, asociado, sustituto, visitante y PIF) y el 23% es profesorado
laboral permanente o contratado doctor.

La metodologia presenta una serie de limitaciones que deben tenerse en cuenta antes de analizar los
resultados. Estas son las siguientes:

— Limitaciones motivacionales: las respuestas provienen de docentes con un mayor interés o motivacion
hacia el tema de la IA, lo que podria sesgar los resultados hacia percepciones mas positivas o negativas,
segun el caso.

— Sesgos en las preguntas: el disefio del cuestionario pudo inducir ciertas respuestas debido a la formula-
cion de las preguntas o las opciones ofrecidas.

— Falta de representatividad: aunque la muestra incluye perfiles diversos, no puede considerarse representa-
tiva de la totalidad del profesorado universitario, debido a varios factores. En primer lugar, existe una sobre-
representacion de mujeres y faltan otras diversidades sexo-genéricas. Asimismo, la muestra esta despro-
porcionadamente centrada en las Ciencias Sociales. Si bien la muestra ofrece insights valiosos, sus
limitaciones en cuanto a la representatividad deben ser tomadas en cuenta al extrapolar los hallazgos.

— Contraste con los cuestionarios de estudiantes: los resultados del cuestionario dirigido a estudiantes,
que también son relevantes para esta investigacion, aun estan en proceso de analisis y no se incluyen en
este articulo.

— Subrepresentacion de docentes no binarios y quienes prefieren no declarar su género: la baja participa-
cion de estos grupos dificulta un analisis que capture plenamente la diversidad de opiniones desde un
analisis de género.
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Tabla 1. Preguntas del Cuestionario

© © N @

.
12.

13.
14.
15.
16.
7.

18.
19.

21.

27.

20.

22.
23.
24.
25.

26.

¢Cual de las siguientes frases define mejor tu relacion con las herramientas de IA generativas tipo ChatGPT?
¢Qué herramientas de IA utilizas o has utilizado? (Marca todas las que correspondan)

En relacion con la docencia que impartes, ¢cual es tu uso actual de herramientas de IA en el ambito
universitario? (Marca todos los que correspondan)

En el caso de que hayas usado alguna vez herramientas de IA para ayudarte a disefiar tareas, examenes o
contenidos docentes, ;de qué modo las utilizas?

Si has empezado a utilizar herramientas de IA como ayuda para disefiar tareas practicas o contenidos
docentes, ¢puedes explicarnos brevemente cémo las estas utilizando?

La IA genera resultados precisos y fiables.
La IA genera resultados utiles y faciles de interpretar.
La IA genera mejores resultados de los que yo puedo producir por mi cuenta.

La IA genera resultados que, en el caso de que el alumnado recurra a ella, son practicamente indetectables
para los y las docentes.

La IA es una herramienta util para mejorar la calidad del aprendizaje.
El uso de la IA en educacion frustra el propdsito de la educacion universitaria.

La IA puede ser empleada por el alumnado de forma responsable y ética para ayudarle a completar tareas o
examenes.

La IA no puede sustituir a la inteligencia humana o su creatividad

En general, el profesorado tiene una visidon negativa de las herramientas de IA como ChatGPT.

La IA puede mejorar el aprendizaje auténomo por parte del alumnado

La IA responde a las dudas y preguntas del alumnado de una forma mas clara que los y las docentes.
Utilizar herramientas de |IA para completar tareas y trabajos para la universidad es hacer trampas o plagio.
Me preocupa mucho el impacto que tendra la IA en la educacion universitaria.

Me preocupa mucho el impacto que tendra la IA en el futuro profesional de mis estudiantes.

Me preocupa mucho el impacto que tendra la IA en mi futuro profesional

La IA producirad mayores desigualdades en educacién e impactara negativamente sobre los y las estudiantes
mas vulnerables.

Me preocupa la privacidad de mis datos cuando utilizo herramientas de IA.
Durante este curso, ¢se ha debatido abiertamente en alguna de tus asignaturas el uso de herramientas de I1A?
¢Has propuesto a tus alumnos/as actividades que hagan uso de ChatGPT u otras herramientas de I1A?

En el caso de contestar afirmativamente a la pregunta anterior, explica brevemente cual ha sido la actividad en
la que se han utilizado herramientas de IA.

¢Crees que deberia planificarse una formacion a docentes y alumnado sobre las herramientas de 1A
generativas?

Finalmente, por si te apeteciera comentar algo mas, puedes dejarnos a continuacion de forma mas libre tu
opinién sobre como crees que la IA va a impactar sobre la universidad y los aspectos que te interesan o
preocupan a este respecto.

Fuente: Elaboracion propia.

3. Resultados

3.1. Los usos de la IA por parte del profesorado universitario

3.1.1. LalA es usada por el profesorado universitario, tanto por mujeres como por hombres

Esta primera pregunta (numero 1) indaga sobre el uso de estas herramientas, ya sea con una finalidad aca-
démica o personal. La mayoria del profesorado que respondio al cuestionario indica que ha utilizado herra-
mientas de IA generativa. Por un lado, un grupo hace un uso puntual (h=61), representando un 48% del total
de respuestas dadas por las mujeres y un 41% del total de respuestas dadas en el caso de los hombres. Por
otro lado, un numero menor hace un uso habitual de estas herramientas (n=35), siendo mayor el uso entre
las respuestas de los hombres, con un 32%, frente a un 24% en las de las mujeres. Otro grupo sefala que
“casi no las he utilizado, solo por curiosidad o diversion”, con un 20% de las respuestas de los hombres y un
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22% de las de las mujeres. En cuanto a quienes no han usado la IA, se encuentran unicamente 8 respuestas
de un total de 133, lo que representa un 6% en el caso de las mujeres y un 7% en el de los hombres. En am-
bos grupos, se observa que estas personas tienen edades entre los 57 y 68 anos en el caso de los hombres,
y entre los 52 y 61 afios en el caso de las mujeres.

Figura 1. Eluso de la IA por el profesorado

(Cual de las siguientes frases define mejor tu relacién conlas herramientas de
IA generativas tipo Chat GPT?

70
60
50
40
30
20 I
0 o N
He oido hablar de Casi no las he Las he usado Hago un uso habitual
ellas, perono lashe utilizado, solamente  puntualmente con de herramientas de IA
utilizado nunca por curiosidad o alguna finalidad muy
diversion especifica, ya sea

académica o personal
hombre Emujer Mtotal

Fuente: Elaboracion propia.

3.1.2. Mayor diversidad en el uso de herramientas de IA por parte de las mujeres docentes

En cuanto a las herramientas utilizadas (pregunta 2), encontramos que la mayoria (n=109) ha usado la version
gratuita de ChatGPT 3.5, y 15 han utilizado la version 4 de pago. Ademas, 60 docentes nos indican que han
probado otras herramientas como Bing/Copilot (40 personas), Google Bard/Gemini (13 personas), y en me-
nor medida ChatPDF, Fotor, Leonardo, IAs para generacion de video, Grammarly, MidJourney, DeepL, Quillboy,
SciSpace, Whisper, Stable Diffusion, DALL-E, Adobe Firefly, Suno, Wooclap, LuzlA (en WhatsApp), Perplexity,
Canva, Menti, Consensus y Litmap.

Figura 2. Los programas de IA usados por el profesorado

(Que herramientas de IA utilizas o has utilizado?

Chat GPT 3.5 (gratuita). Bing / Copilotmas |
otro

Chat GPT 4 (de pago) mas ofros I

Chat GPT 3.5 (gratuita). Bing / Copilot

Bing / Copilot
Chat GPT 3.5 (gratuita)

0 5 10 15 20 25 30 35
EMujer W Hombre

Fuente: Elaboracion propia.

3.1.3. Eluso principal de la IA no esta relacionado con la actividad docente

Respecto al uso de la IA (pregunta 3), encontramos que un numero elevado de docentes (43 en total) afir-
ma que nunca han utilizado la IA en relacion con su docencia, siendo 15 hombres y el resto mujeres.
Ademas, 15 docentes no respondieron a esta pregunta. En la otra mitad del profesorado que siusalalA, el
principal uso en las mujeres es para disenar tareas, revision gramatical y redaccion, para que la usen sus
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estudiantes y para el disefio de contenido. En cambio, entre los hombres el principal uso es para que la
usen sus estudiantes, luego para el contenido de sus asignaturas y para la revision gramatical. Si encon-
tramos que algunos docentes también indican que lo usan para otras tareas, como redactar informes,
realizar traducciones, generar imagenes o hacer resumenes, actividades mas relacionadas con la investi-
gacion y/o la gestion.
Figura 3. Tipos de usos de la IA por el profesorado
En relacion conla docencia que impartes, ;cual es fu uso actual de

herramientas de IA en el ambito universitario? (Marca todos los que
correspondan)

disefiar el contenido de mis asignaturas
para que las usen mis estudiantes en mis.. >
revision gramatical y de redaccion
disefiar examenes

disefiar tareas, practicas o trabajos,

Nunca las he utilizado para nada.. !

(=)
n
—
(=)
—
n
(=]
(=)
(]

N
%]
(=)
%]
n

EMujeres M hombres

Fuente: Elaboracion propia.

3.1.4. Mayor y mas diversificado uso de Ia IA en la docencia por parte de las mujeres

Si nos centramos en los usos que el profesorado manifiesta hacer de la IA en su actividad docente (pregunta
4: “En el caso de que hayas usado alguna vez herramientas de IA para ayudarte a disefar tareas, examenes
o contenidos docentes, ¢de qué modo las utilizas?”), encontramos, nuevamente, que la mayoria (52%) no las
utiliza en relacion con los contenidos docentes, con un 50% de hombres y un 53% de mujeres. El resto si las
usa para el disefio de una parte o de la mayoria de la tarea, examen o contenido docente.

Figura 4. Tipos de tareas en que ha usado la IA el profesorado

En el caso de que hayas usado alguna vez herramientas de IA para ayudarte a
diseflar tareas. examenes o contenidos docentes, jde qué modo las utilizas?

e

Para disefiar la mayoria de la tarea, examen o
contenido docente. haciendo yo después una r
revision
Para ayudarme a disefiar pequefias partes de
la tarea, examen o contenido docente, pero
disefio la mayoria por mi cuenta

No he usado nunca IA para disefiar tareas, -

examenes o contenidos docentes

o]

10 20 30 40 50 60 70
ETotal WMujer ®Hombre

Fuente: Elaboracion propia.

Ademas, mediante una pregunta abierta sobre los distintos tipos de tareas, se observa que las mujeres
docentes muestran mas variedad en las actividades propuestas, siendo las unicas que reportan actividades
de “Disefoy creacion de contenido” y “Trabajos académicos (TFG/TFM)”. Los hombres, por su parte, presen-
tan una mayor proporcion de actividades relacionadas con “Redaccion y gramatica” y una distribucion simi-
lar en “Busqueda de informacién”.
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3.2. Opiniones del profesorado universitario sobre la IA en el proceso de ensefanza-aprendizaje

Una vez visto que la mayoria del profesorado universitario ha respondido que si usa la IA en su actividad
profesional, aunque solo la mitad en la docencia, indagamos en el cuestionario acerca de las opiniones que
tienen sobre la IA en la educacion universitaria a través de varias preguntas.

3.2.1. LalA es util para mejorar el aprendizaje

La mayoria del profesorado (n=72) considera que la IA es una herramienta util para mejorar la calidad del
aprendizaje (pregunta 10), 49 personas no tienen una opinioén clara al respecto y 12 afirman que no lo es. Los
hombres muestran un mayor nivel de optimismo (62%) que las mujeres (51%) respecto a su utilidad, aunque
también hay mas hombres que opinan que no mejorara la calidad del aprendizaje (un 11% frente al 7% de las
mujeres). Ademas, se observa que un mayor porcentaje de mujeres no muestran ni acuerdo ni desacuerdo
con la afirmacion (42%), frente a un 27% de los hombres.

Figura 5. LalAy la calidad del aprendizaje.

Fuente: Elaboracion propia.

3.2.2. LalA es util en la educacion universitaria

Ante la pregunta 11, sobre si la IA frustra el propdsito de la educacion universitaria, encontramos que 92 res-
puestas indican que no, frente a 13 que afirman que si, y 28 respuestas que no tienen una opinion clara. El
70% de los hombres docentes y el 69% de las mujeres docentes consideran que no frustra, frente a un 9%
de hombres y un 10% de mujeres que si creen que la IA frustra la educacion universitaria. Finalmente, el 20%
de los hombres y el 21% de las mujeres no tienen una opinion definida.

Figura 6. LalAy la educacion universitaria.

El uso de la IA en educacion fiustra el proposito de la educacion universitaria
70
60
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40

%]
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1-totalmente en 2 5-totalmente de
desacuerdo acuerdo

HOMBRE

MUJER e TOTAL

Fuente: Elaboracion propia.
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3.2.3. Impacto de Ia IA en la educacion universitaria

El 53% del profesorado se muestra preocupado por el impacto que la IA tendra en la educacioén universitaria
(pregunta 18), y las mujeres se preocupan levemente mas (55%) que los hombres (50%). Esto coincide con
un porcentaje menor de mujeres que han respondido de forma negativa a esta pregunta (16%) en compara-
cion con los hombres (25%), quienes no estan de acuerdo con esta preocupacion.

Figura 7. Elimpacto de la IA en la educacion universitaria

Fuente: Elaboracion propia.

3.2.4. Los docentes varones confian mas en la mejora del aprendizaje autonomo del alumnado con el
usodelalA

La pregunta 15 indaga en la influencia de la IA en el aprendizaje autonomo del alumnado. En respuesta, el
62% del profesorado considera que la IA puede mejorar el aprendizaje auténomo, dato que es representado
por el 57% de las mujeres y el 73% de los hombres. Esto coincide con el 7% de los profesores que han res-
pondido de forma negativa y el 15% de las profesoras. Se observa que los docentes varones son mas opti-
mistas respecto a la capacidad de autonomia que el alumnado puede adquirir con el uso de la IA. Por otra
parte, el 20% de los hombres y el 27% de las mujeres se han mostrado dubitativos/as y no han tomado una
postura clara sobre este tema.

Figura 8. LalAy el aprendizaje auténomo del alumnado

Fuente: Elaboracion propia.
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3.2.5. La preocupacion por la IA como factor de desigualdad en la educacion

Esta pregunta (21) arroja resultados muy equilibrados: el 34% del profesorado (35% de mujeres y 32% de
hombres) esta de acuerdo con que la IA genere mas desigualdades en la educacion, mientras que otro 35%
tiene una opinidon opuesta (36% de hombres y mujeres). Asimismo, el 30% del profesorado ha dudado mas
(y ha preferido mantener una valoracion media en la escala).

Figura 9. La IAy su impacto negativo en las desigualdades educativas

La IA producira mayores desigualdades en educacion e impactara
negativamente sobrelos y las estudiantes mas vulnerables

40
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0
1-totalmente en 2 3 4 5-totalmente de
desacuerdo acuerdo
HOMBRE MUJER  =mm—TQOTAL

Fuente: Elaboracion propia.

3.2.6. La demanda de formacion en herramientas IA

Existe un consenso abrumador sobre la necesidad de formacion en IA, con diferencias significativas por
sexo (pregunta 26). El 97% de las profesoras y el 86% de los profesores lo afirman. La negativa a esta forma-
cion es minima, con solo un 2% de mujeres, mientras que en los hombres se observa mas indecision (14%)
que oposicion directa.

3.3. Opiniones sobre lalA

3.3.1. LalA no es fiable ni para las docentes ni para los docentes

Respecto a si la IA genera resultados precisos y fiables (pregunta 6), encontramos que la mayor parte de las
respuestas de las docentes responden rotundamente que no, siendo el 43% de las respuestas de las muje-
res frente al 25% de los hombres. Son ellos (48%) quienes dudan mas que las mujeres (37%) en esta pre-
gunta. Solo 13 respuestas afirman que les parece fiable, sin observarse diferencias entre hombres y mujeres,
lo que muestra que existe una actitud de cautela por parte del profesorado.

Figura 10. La fiabilidad de la 1A
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Fuente: Elaboracion propia.

3.3.2. Las mayores dudas de los profesores acerca de la utilidad e interpretacion de la IA

La percepcion de la IA como herramienta util y facil de interpretar (pregunta 7) muestra una ligera diferencia
a favor de las mujeres: el 51% estan de acuerdo, mientras que solo un 39% de los hombres. Mas hombres
muestran indecision (36% frente a 30% de mujeres).

Figura 11. La IAy su utilidad e interpretacion

Fuente: Elaboracion propia.

3.3.3. Vision negativa de herramientas como ChatGPT

El 73% de los hombres y el 64% de las mujeres comparten esta afirmacion (pregunta 14). Por otro lado, nin-
gun hombrey solo el 9% de las mujeres manifiestan estar en desacuerdo con esta idea, habiendo una cuarta
parte del profesorado que no lo tiene claro.

Figura 12. La vision negativa sobre ChatGPT

Fuente: Elaboracion propia.

3.3.4. La preocupacion por la privacidad de la IA

Las profesoras muestran niveles mas altos de preocupacion (pregunta 22), con un 36% expresando el nivel
maximo de inquietud (nivel 5), comparado con el 27% de los profesores. Si afhadimos las respuestas del nivel
4, estas diferencias son aun mas notables, siendo el 62% de las profesoras frente al 48% de los profesores
quienes muestran un mayor interés por la privacidad digital.
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Figura 13. La privacidad de los datos por la IA

Me preocupala privacidad de mis datos cuanto utilizo herramientas de IA
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Fuente: Elaboracion propia.

3.4. La sustitucion de la IA del trabajo como profesor

Una de las preocupaciones, como indicamos en la introduccion, es que la IA pueda sustituir el trabajo del
profesorado universitario. Para su exploracion, el cuestionario planteaba cuatro preguntas.

3.4.1. La baja percepcion del impacto de la IA en su profesion docente
El 49% del profesorado no expresa preocupacion en relacion con el impacto de la IA en su profesion (pre-

gunta 20), siendo mayor entre los hombres (59%) que entre las mujeres (45%). Solo un 28% de todas las
respuestas indica que este tema les genera alguna o mucha inquietud.

Figura14. LalAy el futuro profesional del profesorado

Me preocupamucho el impacto que tendra la IA en mi futuro profesional
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Fuente: Elaboracion propia.

3.4.2. LalA no da mejores respuestas que las ofrecidas por el profesorado

La mayoria del profesorado esta de acuerdo en que la IA no genera mejores resultados (pregunta 8) que los
que ellas pueden producir, con un 58% de respuestas de las mujeres y un 52% de los varones. Mientras
tanto, un 21% del profesorado masculino esta en desacuerdo y un 13% del femenino.



Blazquez-Rodriguez, M.; Vartabedian, J.; Mancha Caceres, O. |.; Pichardo J. |. Investig. Fem (Rev.) 16(1) 2025: 71-91 83

Figura15. LalAy sus resultados respecto al profesorado

Fuente: Elaboracion propia.

3.4.3. LalA no responde al estudiantado de manera mas clara que las docentes

La mayoria del profesorado comparte esta afirmacion (pregunta 16), con un 65% frente a 6 respuestas posi-
tivas (5%), siendo el 70% de las respuestas de las mujeres y el 55% de los hombres. Por otro lado, el 36% de
los hombres se mostré mas indeciso, en comparacion con el 27% de las mujeres.

Figura16. LalAy las respuestas frente al estudiantado

Fuente: Elaboracion propia.

3.4.4. LalA no puede sustituir a la Inteligencia Humana

Las respuestas a la pregunta 13 indican que el 61% del profesorado esta de acuerdo en que la IA no puede
sustituir la inteligencia o creatividad humana. Dentro de este porcentaje, las mujeres estan ligeramente mas
a favor (63%) que los hombres (57%), aunque estos Ultimos también se muestran un poco mas indecisos
(20%) en comparacion con las mujeres (13%).
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Figura 17. La sustitucion de la IA de la inteligencia humana

La IA no puede sustituir a la inteligencia humana o su creatividad
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Fuente: Elaboracion propia.

3.5. Eluso de la IA por parte del alumnado

Otro bloque de preguntas se ha dirigido a conocer las opiniones del profesorado sobre el uso de la IA por
parte del estudiantado.

3.5.1. Es posible el uso responsable de la IA por parte del alumnado
Al preguntar al profesorado si considera que la IA puede ser empleada por el alumnado de manera respon-

sable y ética para completar tareas o examenes (pregunta 12), encontramos que 84 respuestas afirman que
si. La mayor proporcion proviene de los hombres (66%), con una diferencia pequefa respecto a las mujeres
(62%). Un 25% de los profesores y un 26% de las profesoras no estan seguros/as al respecto.

Figura18. LalAy el uso responsable por el alumnado

La IA puede ser empleada por el alumnado de forma responsable y ética para
ayudarle a completar tareas o examenes
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Fuente: Elaboracion propia.

3.5.2. Eluso de IA no implica que el alumnado esté haciendo trampa

El 41% del profesorado (n=54) coincide con esta afirmacion (pregunta 17), aunque las docentes se muestran
mas firmemente convencidas (14%) que los docentes (2%). Esta pregunta ha generado uno de los porcenta-
jes mas altos de respuestas intermedias (valoracion 3 en una escala de 1 a 5), con un 40% de profesorado
indeciso/a. Ademas, los hombres (23%) desconfian un poco mas que las mujeres (16%) sobre el uso que el
alumnado hace de la IA.
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Figura19. Los usos de la IA para hacer trabajos por parte del alumnado.

Utilizar herramientas de IA para completar tareas y trabajos para la
universidad es hacer trampas o plagio
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Fuente: Elaboracion propia.

3.5.3. Las dudas, principalmente, de las profesoras sobre su capacidad de detectar el uso de Ia IA por el
alumnado

Una de las preocupaciones sobre la IA es el uso que el alumnado podria hacer de ella en su proceso de
aprendizaje. En relacion con si el profesorado considera que puede detectar dichos usos (pregunta 9), la
mayoria cree que si, con 53 respuestas afirmativas frente a 40 negativas. Sin embargo, surgen algunas dife-
rencias: el 48% de los hombres consideran que pueden detectar el uso de la IA, frente al 39% de las muje-
res. Por otro lado, quienes no creen poder detectarlo representan un 31% de los hombres y un 28% de las
mujeres. Finalmente, entre quienes no tienen una postura clara, la mayoria son mujeres (33%), frente al 20%
de los hombres.

Figura 20. La detectabilidad de la IA por el profesorado.

LaIA genera resultados que, en el caso de que el alumnado recuira a ella, son
practicamente indetectables para los y las docentes
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Fuente: Elaboracion propia.

3.5.4. Las profesoras estan mas preocupadas por el impacto en el futuro profesional del estudiantado
que sus colegas hombres

Una de las preguntas del cuestionario aborda el impacto de la IA en el futuro profesional del alumnado (pre-
gunta 19). El 60% de las respuestas de las mujeres reflejan una mayor preocupacion que el 45% de las de
los hombres. Asimismo, un 36% de los hombres manifiestan una menor preocupacion por este tema, en
comparacion con el 14% de las mujeres.
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Figura 21. El impacto de la IA en el futuro profesional del alumnado.

Fuente: Elaboracion propia.

3.5.5. No se aborda el uso de Ia IA en las asignaturas

En la pregunta 23, el 64% de las respuestas de todos los hombres y el 58% de las de las mujeres indican que
no han debatido sobre el uso de estas herramientas en sus asignaturas.

Figura 22. El abordaje de la IA en las asignaturas.

Durante este curso, ;se ha debatido abiertamente en alguna de tus asignaturas
el uso de herramientas de IA?
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Fuente: Elaboracion propia.

Esto no ha impedido que parte de estos docentes hombres (43%, frente a 33% de las docentes mujeres)
propongan actividades relacionadas con estas herramientas a sus estudiantes (pregunta 24).
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Figura 23. La propuesta del uso de la IA del profesorado al alumnado.

(Has propuesto a tus alumnos/as actividades que hagan uso de Chat GPTu
ofras herramientas de IA?
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Fuente: Elaboracion propia.

4. Discusion

Frente a la idea de que la |IA ha llegado a la educacion superior principalmente a través del alumnado, este
cuestionario sefala que el profesorado universitario utiliza herramientas de IA con fines académicos o per-
sonales, sin que se aprecien grandes diferencias sexo-genéricas: un 80% de las mujeres y un 82% de los
hombres las utilizan. En el grupo de quienes no han utilizado la IA, tampoco se observan diferencias entre
mujeres y hombres, pero si se encuentran relacionadas con la edad. El estudio del Centro Comun de
Investigacion y la CRUE (Mora-Cantallops et al., 2022) con 5073 profesores y profesoras de 51 universidades
distintas, también concluye que las mayores diferencias en la competencia digital docente percibida se re-
lacionan con la edad, lo cual coincide con nuestros hallazgos, y no aparecen diferencias significativas en
funcion de la categoria profesional, la dedicacion o el género. El trabajo de Cristina Sanchez-Cruzado, Radl
Santiago y Maria Teresa Sanchez Compana (2021) sobre las competencias digitales del profesorado pre-
pandemia también muestra que existen diferencias por edad y subraya la necesidad de mas investigaciones
que consideren otras variables, como la experiencia docente, el area de conocimiento y la motivacion.

Las distinciones se encuentran en que las profesoras tienden a hacer un uso mas puntual y no habitual
de la IA. En este sentido, el informe del Observatorio Nacional de Tecnhologia y Sociedad del Ministerio para
la Transformacion Digital y de la Funcion Publica (2024) destaca que no existe una desigualdad de género en
el uso de internet, pero si diferencias en el tipo de actividades para las que se emplea. Segun este informe,
las mujeres se centran mas en actividades como la busqueda de informacion sobre salud, la comunicacion
con el profesorado y el alumnado, y el uso de redes sociales. En nuestro estudio, las mujeres utilizan la IA
principalmente para tareas relacionadas con la gestion y la investigacion, como redactar informes, traduc-
ciones, generar imagenes y hacer resimenes. Por otro lado, los hombres la usan de manera mas habitual y
en relacion con la docencia, para disefar tareas, examenes o contenidos docentes. Ademas, es destacable
que las mujeres emplean la IA en una variedad mas amplia de actividades, como la tutorizacion de trabajos
académicos y la creacion de contenido.

El estudio de Betty Estévez-Cedeno y Fulgencio Sanchez-Vera (2024) confirma estos patrones de uso,
reflejando areas de enfoque o intereses divergentes. Asimismo, ho se observa una brecha digital, ya que las
docentes utilizan o conocen mas herramientas de IA que sus colegas hombres. Estos resultados podrian
sugerir diferentes niveles de competencia o disposicion para experimentar con estas herramientas en el
contexto educativo, lo que representa una oportunidad significativa para abrir un didlogo académico sobre
la lA. En este sentido, es relevante senalar que mas del 90% del profesorado ha expresado la necesidad de
recibir formacion en este ambito.

Las percepciones del profesorado universitario sobre la utilidad de la IA en el aprendizaje estan divididas,
entre quienes estan de acuerdo y quienes se muestran indecisos. Asimismo, se observa una actitud de cau-
tela, especialmente entre las docentes, respecto al impacto de la IA en la educacién y la capacidad de
aprendizaje autonomo del alumnado, aunque existe consenso en que estas herramientas no representan un
obstaculo para la educacion universitaria. Sin embargo, el profesorado encuestado no refleja preocupacion
por las desigualdades que la IA podria generar, como si lo mencionan otros estudios (Estévez-Cedefio y
Sanchez-Vera, 2024).

Esta cautela también se extiende a la fiabilidad de la IA, evidenciando una confianza limitada en los resul-
tados que estas herramientas pueden producir. Este escepticismo es mas marcado entre las mujeres (43%),
quienes adoptan una postura critica con mayor frecuencia que los hombres (25%), mientras que estos ulti-
mos tienden a mostrar niveles mas altos de indecision. Estos resultados no contradicen los hallazgos de
Estévez-Cedeno y Sanchez-Vera (2024), ya que, aunque no existen diferencias significativas en la
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disposicion para adoptar la IA entre hombres y mujeres, las docentes perciben mayores riesgos y sesgos
asociados a estas tecnologias.

Esto subraya la importancia de considerar como las experiencias laborales y las dinamicas de género
pueden influir en la percepcién de estas herramientas. Aungque en nuestro estudio las variaciones son mo-
deradas, estas diferencias destacan enfoques diversos hacia la tecnologia, probablemente influenciados
por dinamicas sociales mas amplias. Las mujeres docentes, debido a experiencias histdricas en contextos
que requieren mayor atencion a la equidad y al cuidado, podrian estar mas sensibilizadas ante los riesgos y
limitaciones de tecnologias emergentes como la IA (Criado Pérez, 2019), adoptando posturas mas criticas 'y
reflexivas.

El escepticismo de las docentes también se refleja en su evaluacion del uso de la IA por parte del alum-
nado, en aspectos como la responsabilidad, el plagio, la detectabilidad y el impacto en el futuro profesional
del estudiantado. No obstante, la mayoria del profesorado (63%) considera que el alumnado puede hacer un
uso responsable y ético de la IA. En cuanto a si el uso de estas herramientas equivale a hacer trampas o
plagio, una proporcion considerable del profesorado rechaza esta idea. Aunque hombres y mujeres compar-
ten una percepcion similar, las docentes tienden a ser mas firmes en su postura, o que sugiere un enfoque
mas matizado y critico hacia las implicaciones éticas y pedagodgicas del uso de la |IA en tareas académicas.
Sin embargo, el elevado porcentaje de respuestas intermedias (40%) pone de manifiesto la complejidad del
debate y las dudas persistentes sobre como definir y regular el uso legitimo de estas herramientas.

En general, podriamos afirmar que el profesorado no percibe la IA como una amenaza directa para su
profesion, en contraste con las preocupaciones que surgen en otros sectores laborales (Randstad Research,
2024). Esta vision esta en linea con la idea de que las herramientas tecnoldgicas no pueden superar las ha-
bilidades humanas en areas como la creatividad, la inteligencia y la capacidad para atender las dudas del
estudiantado. Cabe destacar un ligero optimismo mas pronunciado entre las mujeres en este aspecto. Este
consenso subraya la confianza del profesorado en sus propias capacidades, aunque las mujeres suelen
adoptar posturas mas criticas al evaluar estas herramientas, mientras que los hombres presentan mayores
niveles de indecision. Esto podria reflejar diferencias en los niveles de confianza respecto a la funcionalidad
tecnoldgica, las competencias personales y las limitaciones de la IA frente a las interacciones humanas.

La preocupacion por el impacto de la IA en el futuro profesional del estudiantado es significativamente
mayor entre las mujeres (60% frente a 45%,). Segun Pichardo, Borras-Gené, Santoro Domingo, Martinez y
Carabantes-Alarcon (2024), esta diferencia podria estar vinculada a una mayor sensibilidad hacia las des-
igualdades estructurales que estas tecnologias podrian intensificar. Ademas, Estévez-Cedefio y Sanchez-
Vera (2024) destacan que la falta de formacion critica entre el profesorado limita su capacidad para evaluar
de manera ética y reflexiva las implicaciones de la IA. Este hallazgo subraya la necesidad de desarrollar es-
trategias formativas que no sélo mejoren las competencias técnicas, sino que también fortalezcan las capa-
cidades criticas y éticas del profesorado, fomentando un uso mas equitativo e inclusivo de estas
herramientas.

Estos hallazgos pueden interpretarse a la luz de la literatura feminista sobre la sociotécnica de las tecnho-
logias digitales, que sefala que las herramientas de IA no son neutras, sino que se encuentran configuradas
por relaciones de poder, discursos y expectativas sociales (Wajcman, 2004; Noble, 2018; Crawford, 2021). En
este sentido, la mayor cautela y reflexividad observada entre las docentes puede entenderse como parte de
una trayectoria critica que ha problematizado tradicionalmente los discursos tecnoutépicos (Veletsianos &
Kdseoglu, 2022) y ha subrayado los riesgos de reproduccion de desigualdades asociados a la integracion
tecnoldgica en contextos educativos (UNESCO, 2023; Kuhn et al., 2023). Por su parte, la mayor orientacion
practica identificada entre los docentes varones se alinea con estudios que muestran similitudes —y varia-
ciones contextuales— en la adopcion instrumental de tecnologias educativas (Gomez-Trigueros & Yanez,
2021; Guillén-Gamez & Rodriguez-Fernandez, 2021). Asi, mas que sefialar una diferenciacion esencial entre
hombres y mujeres, los resultados sugieren que las practicas docentes frente a la IA estan moduladas por
posicionamientos epistemoldgicos y experiencias institucionales diferenciadas, en consonancia con inves-
tigaciones que vinculan creencias pedagdgicas y marcos epistemoldgicos con las formas de integrar tecno-
logia en la ensefianza (Taimalu & Luik, 2019; Bice & Tang, 2022; Sengul, 2024), lo que confirma la necesidad
de continuar investigando estas dinamicas de manera situadayy critica. Asi como el estudio de estas percep-
ciones y usos con el empleo de otras metodologias.

5. Conclusiones

El andlisis realizado permite avanzar en la comprension de como el profesorado universitario se posiciona
ante la incorporacion de herramientas de inteligencia artificial en el contexto de ensefanza-aprendizaje,
desde una perspectiva que reconoce que la tecnologia no es neutral, sino resultado de relaciones sociales,
institucionales y de género. Aunque no se observan diferencias estadisticamente significativas entre docen-
tes hombres y mujeres en el uso de estas herramientas, si emergen patrones diferenciales que dialogan con
las hipotesis planteadas.

En relacion con la primera hipétesis, que anticipaba una mayor cautela y preocupacion ética por parte de
las mujeres, los resultados muestran que las profesoras tienden a adoptar una postura mas critica, atenta a
los riesgos sociales, éticos y pedagagicos de la IA. Manifiestan mayores preocupaciones en torno al uso
estudiantil, la detectabilidad y la privacidad, coherentes con investigaciones que sefialan una mayor sensibi-
lidad hacia desigualdades estructurales y sesgos algoritmicos en tecnologias digitales (Criado Pérez, 2019;
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Noble, 2018; Estévez-Cedefo y Sanchez-Vera, 2024). Aunque las diferencias encontradas no son extremas,
el patron es consistente y respalda parcialmente esta hipotesis.

En cuanto a la segunda hipdtesis, que planteaba que los hombres presentarian niveles mas altos de con-
fianza y optimismo respecto a la funcionalidad de la IA, los resultados sugieren una tendencia moderada en
esa direccion. Los profesores expresan menor preocupacion por el impacto de la IA en su actividad profe-
sional, asi como niveles ligeramente superiores de seguridad en su capacidad para integrarla y detectar su
uso en el aula. Sin embargo, estas diferencias no son lo suficientemente amplias como para confirmar la
hipotesis de forma concluyente. Mas bien, sefialan que la autoconfianza digital y el optimismo tecnolégico
parecen distribuirse de manera desigual, pero no exclusivamente por género, lo que sugiere la necesidad de
analisis interseccionales que incorporen la edad, el area de conocimiento o la experiencia previa con tecno-
logias educativas.

Mas alla de las hipétesis, el estudio muestra que existe un uso compartido de estas herramientas y un
consenso general sobre la necesidad de formacion, la utilidad de la IA en el aprendizaje universitario y la
percepcion de que no constituye una amenaza inmediata para la profesion docente. Las diferencias obser-
vadas deben interpretarse como manifestaciones situadas de trayectorias culturales y laborales en las que
el género opera como una categoria estructurante que modela percepciones, experiencias y prioridades
pedagogicas.

Las profesoras tienden a mostrar mayor preocupacion por aspectos sociales y éticos, el uso de la IA por
parte del alumnado, su detectabilidad y cuestiones de privacidad, adoptando un enfoque mas critico.
Ademas, utilizan estas herramientas en una mayor variedad de actividades no relacionadas con la docencia
directa y menos en la imparticion de clases. Por otro lado, los profesores muestran una mayor inclinacion
hacia la implementacion practica de la IA en sus actividades docentes. Estas diferencias podrian estar rela-
cionadas tanto con los sesgos que la IA puede generar como con los efectos de las tecnologias en los pro-
cesos de ensenanza-aprendizaje.

Es imprescindible realizar mas estudios que exploren las razones detras de la no adopcion de herramien-
tas de IA por parte de algunos grupos de docentes. Es necesario determinar si ello responde a factores
contextuales y estructurales (edad, area de conocimiento, carga docente), a sesgos de respuesta o0 a preo-
cupaciones especificas mas frecuentes en ciertos colectivos, como las mujeres. Asimismo, es fundamental
ampliar la muestra para incluir un espectro mas representativo de universidades y disciplinas, lo que permi-
tiria realizar un analisis mas completo y generalizable.

También resulta prioritario disefar cuestionarios mas inclusivos que reflejen adecuadamente la diversi-
dad sexo-genérica y otros factores como la edad. Esto facilitaria el analisis de experiencias de colectivos
menos representados, como las personas no binarias. Del mismo modo, la realizacion de estudios cualitati-
vos complementarios, como entrevistas o grupos focales, podria proporcionar una comprension mas pro-
funday matizada de las experiencias y percepciones del profesorado sobre el uso de herramientas de IA en
la educacion superior.

Algunas preguntas no han mostrado diferencias significativas en funcion del sexo, lo cual es relevante, ya
que indica que ciertas desigualdades pueden estar diluyéndose. Esto sugiere que otros factores podrian ser
mas determinantes para explicar las distintas posiciones y practicas del profesorado.

La mayor participacion de mujeres docentes en este estudio esta en consonancia con otras investigacio-
nes que sefalan que las académicas participan mas en la investigacion sobre la docencia universitaria (la
llamada Scholarship of Teaching and Learning, SoTL) y que asumen mas tareas relacionadas con la ensefian-
zay el servicio docente que sus colegas varones (Myers, 2008; McKinney & Chick, 2010; Barske, Levintova,
Murrenus & Thoune, 2019). Este hallazgo resulta significativo, considerando que, aunque las mujeres partici-
pan menos en posiciones de liderazgo en la docencia, investigacion y gestion universitaria, parecen mostrar
una mayor implicacion en tareas relacionadas con la actividad universitaria, lo cual no reporta el mismo re-
conocimiento. Por ello, es imprescindible que las instituciones asignen recursos, tiempo y legitimidad a es-
tas actividades de investigacion, cruciales para mejorar la calidad docente universitaria.

En sintesis, los resultados subrayan la importancia de desarrollar estrategias formativas y politicas insti-
tucionales que promuevan la integracion ética, inclusiva y efectiva de las herramientas de IA en la educacion
superior. Estas estrategias deben ir acompafnadas de una alfabetizacion tecnoldgica critica que tome en
cuenta las diferencias de percepcion entre hombres y mujeres.

Este estudio, por tanto, contribuye a consolidar una linea de investigacion que desplaza la pregunta des-
de cuanto se usa la |A hacia como y desde qué marcos de sentido se la integra en la practica docente. Desde
esta perspectiva, la IA no solo introduce nuevas herramientas, sino que reconfigura las relaciones pedago-
gicas, los criterios de evaluacion, la posicion del profesorado ante el conocimiento y la agencia del alumnado
en los procesos de aprendizaje. Las diferencias observadas sugieren que el género incide en el tipo de
preguntas que se plantean sobre la IA: mientras que en algunos casos predomina la exploracion de posibili-
dades funcionales, en otros se privilegia la reflexion sobre sus implicaciones éticas, epistémicas y
socioeducativas.

Desde un punto de vista institucional, los resultados apuntan a la urgencia de promover formacion do-
cente en IA con enfoque critico. No se trata unicamente de ensefiar a usar herramientas, sino de generar
espacios de deliberacion académica que permitan compartir incertidumbres, dilemas y experiencias practi-
cas. Se identifican, al menos, tres lineas de accion prioritarias:

1. Alfabetizacion digital critica: formacion que aborde no solo capacidades técnicas, sino la comprension
de sesgos algoritmicos, gobernanza de datos y efectos de poder en la produccion tecnoldgica.
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2. Debates curriculares y pedagogicos en el aula: incorporar discusiones explicitas sobre el uso de IA en las
asignaturas para fortalecer la agencia del alumnado y evitar usos invisibles o estigmatizados.

3. Politicas institucionales de acompafiamiento: elaboracion de directrices claras y flexibles sobre uso do-
cente y estudiantil de IA, que no se limiten a prohibiciones o controles, sino que favorezcan practicas re-
flexivas y éticas.

Nuestro trabajo ha buscado, en esencia, ampliar los debates sobre el uso de la IA en la universidad, con-
cluyendo que este no se reduce a una mera adopcion tecnoldgica, sino que interpela a formas de relacion
pedagdgica, criterios de legitimidad del saber y configuraciones de subjetividad docente. Reconocer estas
dimensiones es imprescindible para avanzar hacia una integracion critica, inclusiva y socialmente situada de
la inteligencia artificial en la educacion superior.
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