Exact controllability of the radial solutions of the semilinear wave equation in $\mathbb{R}^3$.
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Abstract

The exact internal controllability of the radial solutions of a semilinear heat equation in $\mathbb{R}^3$ is proved. The result applies for nonlinearities that are of an order smaller than $|s| \log^p |s|$ at infinity for $1 \leq p < 2$. The method of the proof combines HUM and a fixed point technique.

1 Introduction

In this paper we present a result related with the following general controllability problem for the semilinear wave equation in $\mathbb{R}^n$. Let $\Omega$ be a bounded domain of $\mathbb{R}^n$ with boundary $\partial \Omega$ of class $C^2$. Let $\omega \subset \Omega$, be a nonempty open subset, $\chi_\omega$ its characteristic function and $f \in C^1(\mathbb{R}^n)$. We consider the following semilinear equation:

$$\begin{cases}
    y_{tt} - \Delta y + f(y) = h \chi_\omega & \text{in } \Omega \times (0, T) \\
    y = 0 & \text{on } \partial \Omega \times (0, T) \\
    y(x, 0) = y^0(x), y_t(x, 0) = y^1(x) & \text{for } x \in \Omega
\end{cases}$$

where $\{y^0, y^1\} \in H^1_0(\Omega) \times L^2(\Omega)$, and $h(x, t) \in L^2(\omega \times (0, T))$ is a control function. Suppose that the nonlinearity $f$ is such that the equation has a unique solution

$$y \in C^0([0, T]; H^1_0(\Omega)) \cap C^1([0, T]; L^2(\Omega)).$$
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The problem of exact controllability can be formulated in the following way:

Find conditions on $T$ and $\omega$ (control time and support of the control) such that for every $\{y^0, y^1\}, \{z^0, z^1\} \in H_0^1(\Omega) \times L^2(\Omega)$ we can find a control $h \in L^2(\omega \times (0, T))$ such that the corresponding solution $y$ to (1) satisfies the following:

$$y(x, T) = z^0(x), \quad y_t(x, T) = z^1(x) \quad \text{for } x \in \Omega.$$ 

Thus, the question is whether we can drive the system from any initial state to any final state in time $T$ by means of the action of a control with support in $\omega \times (0, T)$. When this property holds true we will say that system (1) is exactly controllable at time $T$.

In the linear framework ($f \equiv 0$), the problem is by now well understood. In one space dimension with $\omega = (t_1, t_2)$, $\Omega = (0, 1)$ the exact controllability holds in time $T > 2 \max(t_1, 1 - t_2)$ (see [13]). However, in several space dimensions, the geometric control property is needed on the subset $\omega$ in order to ensure the exact controllability. (See [1].)

When the nonlinearity $f$ is globally Lipschitz there are results of exact controllability in $\mathbb{R}$. In fact, in [14], the exact controllability is proved in several space dimensions when $\omega$ is a neighborhood of the boundary of $\Omega$.

In the one-dimensional case Zuazua [14] proved the existence of $\beta_0 > 0$ such that if

$$\limsup_{|s| \to \infty} \frac{|f(s)|}{|s| \log^2 |s|} < \beta_0$$

then system (1) is exactly controllable at time $T$ with the same control time that in the linear case. Condition (2) allows nonlinearities that growth at infinity in a superlinear way. This condition is almost optimal since no assumption is done on the sign of the nonlinearity. Indeed, in [11] is proved that if $f$ behaves at infinity like $-s \log^p(|s|)$ with $p > 2$, then system (1) is not exactly controllable at any time $T > 0$.

The aim of this paper is to adapt the techniques used by Zuazua in [11] to the exact controllability problem for the radial solutions of (1) in $\mathbb{R}^3$. 
We shall assume the existence of a constant $C > 0$ and $1 \leq p < 2$ such that the nonlinearity $f$ satisfies the following growth condition:

$$\limsup_{|s| \to \infty} \frac{|f(s)|}{|s||\log|s||} < C. \quad (3)$$

Under this assumption, by the methods of Cazenave and Haraux [2], it follows that system (1) has a unique global solution $y \in C^0([0,T];H_0^1(\Omega)) \cap C^1([0,T], L^2(\Omega))$.

On the other hand if $y^0, y^1$ are functions of $|x|$, $h$ is function of $(|x|, t)$ we obtain that the solution is radial, that is, it depends on $(|x|, t)$. That allows us to transform equation (1), by a change to spherical coordinates, to a semilinear wave equation in $\mathbb{R}$. Nevertheless, working on the space of three-dimensional radial functions introduces new technical difficulties. Observe that these additional difficulties make the growth condition (3), that we are asking to be satisfied by the nonlinearity, to be more restrictive than the condition (2) of the one-dimensional case since we do not reach the critical exponent $p = 2$. Nevertheless, this hypothesis improves the result in [10], where we proved the exact controllability of the radial solutions of (1) in $\mathbb{R}^3$ under the growth condition for the nonlinearity

$$\limsup_{|s| \to \infty} \frac{|f(s)|}{|s||\log|s||} < C$$

for $C$ small enough.

In order to state in a rigorous way the problem, we need to introduce some functional spaces and some of its properties.

**Definition 1.** Let $\Omega = (0, 1) \subset \mathbb{R}$

- \[ L_r^2(\Omega) = \{ f \text{ measurable on } \Omega \mid rf(r) \in L^2(\Omega) \} \]
  \[ \|f\|_{L_r^2} = \left( \int_0^1 r^2 f^2 dr \right)^{1/2} \]

- \[ H_r^1(\Omega) = \{ f \in L_r^2 \text{ and } f_r = \frac{\partial f}{\partial r} \in L_r^2 \} \]
  \[ \|f\|_{H_r^1} = \left( \|f\|_{L_r^2}^2 + \|f_r\|_{L_r^2}^2 \right)^{1/2} \]
\[ L_r^\infty(\Omega) = \{ f \text{ measurable on } \Omega, \ | \ r f \in L^\infty(\Omega) \} \]
\[ \|f\|_{L_r^\infty} = \|rf\|_{L^\infty} \]
\[ V = \{ f \in H^1_r(\Omega) \mid f(1) = 0 \} \]

We consider in \( V \) the norm induced by \( H^1_r(\Omega) \).

**Lemma 1.** Let \( \Omega = (0, 1) \), then

\[ H^1_r(\Omega) \hookrightarrow L_r^\infty(\Omega) \text{ with compact embedding.} \] (4)

**Proof.** Let us see first that \( f \in H^1_r(\Omega) \) implies that \( rf \in H^1(\Omega) \). It is enough to prove that \( f \in L^2(\Omega) \) since therefore \( (rf)_r = f + rf \in L^2(\Omega) \). In fact, this is a consequence of the Hardy inequality that ensures the existence of \( C > 0 \) such that:

\[ \int_0^1 f^2 dr \leq C \| f \|^2_{H^1_r(\Omega)} \] (5)

for every \( f \in H^1_r(\Omega) \).

Therefore, the mapping that to \( f \in H^1_r(\Omega) \) associates \( rf \in H^1(\Omega) \) is continuous. On the other hand, we know that the embedding \( H^1(\Omega) \) in \( L^\infty(\Omega) \) is compact. We easily conclude that the embedding \( H^1_r(\Omega) \) in \( L_r^\infty(\Omega) \) is compact.

**Remark 1.** This lemma allows to prove that the norm of \( f \) in \( V \) is equivalent to the norm of \( f_r \) in \( L_r^2(\Omega) \).

## 2 Statement of the problem and main result

Once we have introduced the spaces in which we are going to work, we are in conditions to state our problem. Let \( T > 0 \) and \( f \in C^1(\mathbb{R}) \) satisfying (3).

We put in (1) \( \Omega = B_1 \subset \mathbb{R}^3, \omega = B_{l_2} \setminus B_{l_1}, 0 < l_1 < l_2 \leq 1 \); where \( B_r \) denotes the ball centered at zero of radius \( r \). Assume that \( y^0, y^1 \) are functions of \(|x|\) and \( h \) is function of \((|x|, t)\). We state the problem of exact
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controllability making a change of variables to spherical coordinates $r = |x|$ that transforms the equation in $\mathbb{R}^3$ to a wave equation in $\mathbb{R}$. Since the initial data and $h$ depend only of $r$ and of $(r,t)$, respectively, we obtain the following equation for $y$ the solution of (1):

$$\begin{cases}
  r^2 y_{tt} - (r^2 y_r)_r + r^2 f(y) = r^2 h(x) \
  y_r(0,t) = y(1,t) = 0 \
  y(r,0) = y^0(r), y_t(r,0) = y^1(r)
\end{cases} \quad \text{in } (0,1) \times (0,T) \quad (6)$$

where now $\omega = (l_1, l_2) \subset \mathbb{R}$, $h \in L^2(0,1)$. Since $y$ is the solution of (1) we obtain that $y = y(r,t)$ is the solution of (6) with

$$y \in C([0,T], V) \cap C^1([0,T], L^2(0,1)).$$

The controllability problem is in this case: Find conditions on $T > 0$ such that for every

$$\{y^0, y^1\}, \{z^0, z^1\} \in V \times L^2(0,1)$$

there exists $h \in L^2([0,T], L^2(\omega))$ such that the solution $y$ of (6) satisfies

$$y(r,T) = z^0(r), y_t(r,T) = z^1(r). \quad (7)$$

The main result of this paper is the following:

Proposition 1. Let $\omega = (l_1, l_2) \neq \emptyset$, $T > T(l_1, l_2) = 2 \max(l_1, 1 - l_2)$. Suppose that $f \in C^1(\mathbb{R})$ satisfies

$$\left| f(s) \right| \leq C|s| \log|s| + D \quad (8)$$

for some constants $C, D > 0$ and for some $1 \leq p_0 < 2$.

Then, system (6) is exactly controllable in time $T$.

For the proof we adapt the methods introduced by E. Zuazua in [11], where the exact controllability of the semilinear wave equation in $\mathbb{R}$ is proved. First the exact controllability of the linear equation is proved. The proof is based in HUM (Hilbert Uniqueness Method), a method introduced by J.L. Lions [4] to study the exact controllability of linear systems. Chapters 1 and 2 of [4] give a precise description of this method.

Then, the exact controllability of the semilinear wave equation is obtained by a fixed point argument introduced by Zuazua in [14]. This
fixed point method reduces the exact controllability problem of a semi-linear equation to the obtention of suitable a priori estimate for the linear wave equation with a potential.

The rest of the paper is organized as follows. Section 3 is devoted to the development of the fixed point method: Proposition 1 is reduced to the obtention of suitable observability estimates for the wave equation with potential. This estimates are proved in Section 4.

3 Description of the fixed point method

In this section we describe the fixed point technique used in the proof of Proposition 1. The proof of Proposition 1 will be reduced to the obtention of a suitable observability property (Proposition 2) for the linear wave equation with a particular potential. This will be done in the next section.

We proceed in several steps.

Step 1 (Linearization).

Let us fix the initial and final data \( \{y^0, y^1\}, \{z^0, z^1\} \in V \times L^2(\Omega) \), with \( \Omega = (0, 1) \), and let us introduce the continuous function

\[
g(s) = \begin{cases} \frac{f(s) - f(0)}{s} & \text{if } s \neq 0 \\ f'(0) & \text{if } s = 0. \end{cases}
\]

We can write (6) as

\[
\begin{align*}
\rho^2 y_{tt} - (\rho^2 y_r)_r + \rho^2 g(y)y &= -\rho^2 f(0) + \rho^2 h(x) \\
y_r(0, t) &= y(1, t) = 0 \\
y(r, 0) &= y^0(r), y_t(r, 0) = y^1(r)
\end{align*}
\]

in \( \Omega \times (0, T) \)

for every \( t \in (0, T) \) in \( \Omega \).

Then, the proof of Proposition 1 can be reduced to prove the exact controllability of

\[
\begin{align*}
\rho^2 y_{tt} - (\rho^2 y_r)_r + \rho^2 g(\zeta)y &= -\rho^2 f(0) + \rho^2 h(x) \\
y_r(0, t) &= y(1, t) = 0 \\
y(r, 0) &= y^0(r), y_t(r, 0) = y^1(r)
\end{align*}
\]

in \( \Omega \times (0, T) \)

for every \( t \in (0, T) \) in \( \Omega \)

where \( \zeta \in C([0, T]; L^\infty(\Omega)) \) and then to obtain a fixed point.
Remark 2. The bound given by (8) for the nonlinearity $f$ implies, in particular, that $r^\delta g(\zeta) \in L^\infty(\Omega \times (0, T))$, for every $\delta > 0$ and for every $\zeta \in C([0, T]; L^\infty(\Omega))$:

If $\|\zeta\|_{\infty, r} = 0$ we have that $r \zeta = 0$ for almost every $r \in \Omega$. Therefore $\zeta(r, t) = 0$ for almost every $(r, t)$ and $g(\zeta) = f'(0) = k_1$ where $k_1$ is a constant.

Now, if $\|\zeta\|_{\infty, r} \neq 0$ we use (8):

$$|r^\delta g(\zeta)| \leq C r^\delta |\log p_0| \zeta| + D$$

$$= C r^\delta |\log p_0| \frac{|\zeta|}{r} + D$$

$$\leq C r^\delta |\log p_0| \frac{\|\zeta\|_{L^\infty}}{r} + D$$

$$\leq C_1 r^\delta |\log p_0| \|\zeta\|_{L^\infty} + C_2 r^\delta |\log p_0| r + D$$

$$\leq C_1 r^\delta |\log p_0| \|\zeta\|_{L^\infty} + D + k_3$$

$$\leq C_1 |\log p_0| \|\zeta\|_{L^\infty} + k_4 \quad \text{since } r \leq 1 \quad (11)$$

The first step is to prove the existence of a control $h = h(r, t; \zeta) \in L^2([0, T], L^2(\omega))$ such that the solution $y(r, t; \zeta)$ of (10) satisfies (7), that is,

$$y(r, T) = z^0(r), y_t(r, T) = z^1(r).$$

To prove this we use HUM.

We first solve the system

$$\begin{cases}
  r^2 z_{tt} - (r^2 z_r)_r + r^2 g(\zeta) z = -r^2 f(0) & \text{in } \Omega \times (0, T) \\
  z_r(0, t) = z(1, t) = 0 & \text{for } t \in (0, T) \\
  z(r, T) = z^0(r), z_t(r, T) = z^1(r) & \text{in } \Omega
\end{cases}$$

with $\{z^0, z^1\} \in V \times L^2_\omega$. This system has a unique solution

$$z = z(r, t; \zeta) \in C([0, T]; V) \cap C^1([0, T]; L^2_\omega(\Omega))$$

and it depends continuously on $\{z^0, z^1, \zeta\} \in V \times L^2_\omega(\Omega) \times L^\infty(\Omega \times (0, T))$.

Therefore

$$z(r, 0, \zeta) = z^0 \in V, \quad z_t(r, 0, \zeta) = z^1 \in L^2_\omega.$$
For any \( \{ \phi^0, \phi^1 \} \in L^2_r \times V' \) we solve the system

\[
\begin{aligned}
& r^2 \phi_{tt} - (r^2 \phi)_r + r^2 g(\zeta) \phi = 0 \quad \text{in } \Omega \times (0,T) \\
& \phi_r(0,t) = \phi(1,t) = 0 \quad \text{for } t \in (0,T) \\
& \phi(r,0) = \phi^0(r), \phi_t(r,0) = \phi^1(r) \quad \text{in } \Omega
\end{aligned}
\]  

(12)

\[
\begin{aligned}
& r^2 \nu_{tt} - (r^2 \nu)_r + r^2 g(\zeta) \nu = r^2 \phi X_\omega \quad \text{in } \Omega \times (0,T) \\
& \nu_r(0,t) = \nu(1,t) = 0 \quad \text{for } t \in (0,T) \\
& \nu(r,T) = \nu_t(r,T) = 0 \quad \text{in } \Omega.
\end{aligned}
\]  

(13)

We define the linear and continuous operator

\[
\Lambda_\zeta : L^2_r \times V' \rightarrow L^2_r \times V
\]

by

\[
\Lambda_\zeta \{ \phi^0, \phi^1 \} = \{ -\nu_t(r,0), \nu(r,0) \}.
\]  

(14)

The problem is reduced to prove the existence of some \( \{ \phi^0, \phi^1 \} \in L^2_r \times V' \) such that

\[
\Lambda_\zeta \{ \phi^0, \phi^1 \} = \{ -y^1 + z^1_\zeta, y^0 - z^0_\zeta \}
\]  

(15)

Indeed, if \( \{ \phi^0, \phi^1 \} \) is the solution of (15), then \( \nu \), the corresponding solution of (13), satisfies

\[
\nu(0) = y^0 - z^0_\zeta, \quad \nu_t(0) = y^1 - z^1_\zeta
\]

and therefore \( y = \nu + z \) satisfies both (10) and (7).

In order to solve (15) we multiply (13) by the solution \( \phi \) of (12) and integrating by parts we observe that

\[
- \int_0^1 r^2 \nu_t(r,0) \phi^0 + \langle \nu(r,0), \phi^1 \rangle_{V \times V'} = \int_{\omega \times (0,T)} r^2 \phi^2 dr dt.
\]

That implies that

\[
\langle \Lambda_\zeta \{ \phi^0, \phi^1 \}, \{ \phi^0, \phi^1 \} \rangle = \int_{\omega \times (0,T)} r^2 \phi^2 dr dt \quad \text{for every } \{ \phi^0, \phi^1 \} \in L^2_r(\Omega) \times V'
\]

where \( \langle , \rangle \) denotes the duality pairing between \( L^2_r(\Omega) \times V \) and \( L^2_r(\Omega) \times V' \).
Step 2. Let us assume that the following observability inequality holds for system (12): there exist $q = q(p)$, $2 < q < \infty$ and two positive constants $A, B > 0$ such that

$$\|\{\phi_0, \phi_1\}\|_{L^2_\omega \times V'}^2 \leq A e^{B \|r^{1/2q}g(\zeta)\|_{\infty}^{1/p}} \int_{\omega \times (0,T)} r^2 \phi^2 \, dr \, dt$$

(16)

We get

$$< A \zeta \{\phi_0, \phi_1\}, \{\phi_0, \phi_1\} \geq A e^{-B \|r^{1/2q}g(\zeta)\|_{\infty}^{1/p}} \|\{\phi_0, \phi_1\}\|^2$$

and therefore

$$A \zeta : L^2_r \times V' \to L^2_r \times V \text{ is an isomorphism.}$$

Then, equation (15) has a unique solution

$$\{\phi_0, \phi_1\} = \{\phi_0(r, \zeta), \phi_1(r, \zeta)\} \in L^2_r \times V'.$$

Moreover, the solution of (10) corresponding to the control

$$h = \phi(r, t; \zeta)$$

satisfies (7).

We have defined in a unique way a control $h(r, t; \zeta) \in L^2([0, T], L^2_\omega(\omega))$ for system (10)-(7) and this for every $r \zeta \in L^\infty(\Omega \times (0, T))$. The solution $y$ of (10) belongs to $C([0, T]; V) \cap C^1([0, T]; L^\infty_\omega(\Omega))$ and since $H^1_r(\Omega) \subset L^\infty_r(\Omega)$ we deduce that $y \in C([0, T]; L^\infty_r(\Omega))$. Therefore, we have constructed a nonlinear operator

$$K : C([0, T], L^\infty_r(\Omega)) \to C([0, T], L^\infty_r(\Omega))$$

such that $K(\zeta) = y$ where $y$ is the solution of (10)-(7) with the control function $h \in L^2((0, T), L^2_\omega(\omega))$ defined above.

Since the solutions of (10) depend continuously on $\{y^0, y^1, \zeta, h\} \in V \times L^2_\omega(\Omega) \times C([0, T]; L^\infty_r(\Omega)) \times L^2_\omega(0, T; L^2_r(\omega))$, we have that the operator $K$ sends bounded sets of $C([0, T], L^\infty_r(\Omega))$ into bounded sets of $C([0, T]; V) \cap C^1([0, T]; L^2_r(\Omega))$.

This fact, combined with the compactness of the embedding $C([0, T]; V) \cap C^1([0, T]; L^2_\omega(\Omega)) \subset C([0, T], L^\infty_r(\Omega))$ (see Simon [7] Theorem 5) allows us to prove both the continuity of $K$ and the fact that
**K** maps bounded sets of \( C([0,T], L^\infty_r(\Omega)) \) into relatively compact sets of itself. Therefore the operator

\[
K : C([0,T], L^\infty_r(\Omega)) \to C([0,T], L^\infty_r(\Omega))
\]

is compact.

**Step 3 (Fixed point).**

It is enough to prove the existence of a fixed point of \( K \). Indeed, if \( \zeta = y \in C([0,T], L^\infty_r(\Omega)) \) is a fixed point of \( K \), then \( \zeta = y \in C([0,T]; V) \cap C^1([0,T]; L^2_r(\Omega)) \) and \( y \) satisfies both (6) and (7).

Therefore, if \( \zeta = y \) is a fixed point of \( K \), it is sufficient to choose \( h(r,t; \zeta) \) as control for the nonlinear system (6).

In order to prove the existence of a fixed point for \( K \), we use the Leray-Shauder's degree theorem. We define the operator

\[
\mathcal{K} : [0,1] \times C([0,T], L^\infty_r(\Omega)) \to C([0,T], L^\infty_r(\Omega))
\]

such that

\[
\mathcal{K}(\sigma, \zeta) = K_\sigma(\zeta)
\]

where \( K_\sigma \) is the compact operator defined in Step 2 but for the nonlinearity \( \sigma g \). The operator \( \mathcal{K} \) is compact and \( \mathcal{K}(0, \zeta) = K_0(\zeta) \) is independent of \( \zeta \). Therefore, in order to conclude the existence of a fixed point for \( K = K_1 \) it is enough to prove that the identity

\[
\mathcal{K}(\sigma, y_\sigma) = y_\sigma
\]

with \( \sigma \in [0,1] \) and \( y_\sigma \in C([0,T], L^\infty_r(\Omega)) \) implies an uniform bound for \( y_\sigma \) in \( C([0,T], L^\infty_r(\Omega)) \).

By construction of \( \mathcal{K} \), equation (17) is equivalent to the system

\[
\begin{cases}
  r^2 y_{\sigma,t} - (r^2 y_{\sigma,r})_r + r^2 \sigma f(y_\sigma) = r^2 \phi_\sigma \chi \omega & \text{in } \Omega \times (0,T) \\
  y_{\sigma,r}(0,t) = y(1,t) = 0 & \text{for } t \in (0,T) \\
  y_{\sigma}(r,0) = y_0^0(r), y_{\sigma,t}(r,0) = y_1^0(r) & \text{in } \Omega \\
  y_{\sigma}(r,T) = r^0(r), y_{\sigma,t}(r,T) = z_1^1(r) & \text{in } \Omega \\
  r^2 \phi_{\sigma,t} - (r^2 \phi_{\sigma,r})_r + r^2 \sigma g(y_\sigma) \phi_\sigma = 0 & \text{in } \Omega \times (0,T) \\
  \phi_{\sigma,r}(0,t) = \phi_\sigma(1,t) = 0 & \text{for } t \in (0,T) \\
  \phi_\sigma(r,0) = \phi_0^0, \phi_{\sigma,t}(r,0) = \phi_1^0(r) & \text{for } r \in \Omega.
\end{cases}
\]

(18)
Let us assume for the moment that \( f(0) = 0 \). Multiplying by \( \phi_\sigma \) the equation satisfied by \( y_\sigma \) and integrating by parts in \( \Omega \times (0, T) \), we get

\[
\int_{\Omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt = \int_0^1 \int_{\Omega} r^2 x^1 \phi_\sigma(T) \, dx - \int_0^1 \int_{\Omega} r^2 y^1 \phi_\sigma^0 \, dx
\]

\[
= - z^0, \phi_{\sigma,t}(T) > V, V' + y^0, \phi_\sigma^1 > V, V'.
\]

From (19) we deduce

\[
\int_{\Omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt \leq C_0 \left( \|\{\phi_\sigma^0, \phi_\sigma^1\}\|_{L^2} \right)^2 \quad (20)
\]

with \( C_0 = \max\{\|y^0, z^1\|_{H^1}, \|\{0, z\}^1\|_{H^1} \} \).

In view of (16) and by the time-reversibility of the equation satisfied by \( \phi_\sigma \) we deduce

\[
\|\{\phi_\sigma^0, \phi_\sigma^1\}\|_{L^2}^2 \leq C e^{\sigma B\|r^{1/2}g(y)\|_{L^\infty}} \int_{\Omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt
\]

\[
\|\{\phi_\sigma(T), \phi_{\sigma,t}(T)\}\|_{L^2}^2 \leq C e^{Br^{1/2}g(y)} \int_{\Omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt
\]

and we get

\[
(\|\{\phi_\sigma^0, \phi_\sigma^1\}\|_{L^2} + \|\{\phi_\sigma(T), \phi_{\sigma,t}(T)\}\|_{L^2})^2 \leq C e^{B\|r^{1/2}g(y)\|_{L^\infty}} \int_{\Omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt.
\]

Combining (20) and (21) we get

\[
(\|\{\phi_\sigma^0, \phi_\sigma^1\}\|_{L^2} + \|\{\phi_\sigma(T), \phi_{\sigma,t}(T)\}\|_{L^2})^2 \leq C e^{\sigma B\|r^{1/2}g(y)\|_{L^\infty}} \int_{\Omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt
\]

\[
\leq C_0 e^{\sigma B\|r^{1/2}g(y)\|_{L^\infty}} \left( \|\{\phi_\sigma^0, \phi_\sigma^1\}\|_{L^2} + \|\{\phi_\sigma(T), \phi_{\sigma,t}(T)\}\|_{L^2} \right)
\]

that means that

\[
(\|\{\phi_\sigma^0, \phi_\sigma^1\}\|_{L^2} + \|\{\phi_\sigma(T), \phi_{\sigma,t}(T)\}\|_{L^2})^2 \leq C_0 e^{\sigma B\|r^{1/2}g(y)\|_{L^\infty}}. \quad (22)
\]

Since \( \sigma \in (0, 1) \)

\[
e^{\sigma B\|r^{1/2}g(y)\|_{L^\infty}} \leq e^{\sigma B\|r^{1/2}g(y)\|_{L^\infty}}.
\]
Now, if $\|y_\sigma\|_\infty > 1$, in view of (11) we have
\[
e^{-cB r_1^{1/2} g(y_\sigma)} \leq e^{c_1^{1/2} \beta_0 \log(\|y_\sigma\|_\infty) + k_3}
\]
where $k_3$ is a constant independent of $y_\sigma$, $\sigma$ and $\beta_0 = \log^{p_0/p-1} \|y_\sigma\|_\infty$.

In consequence,
\[
(\|\{\phi_\sigma^0, \phi_\sigma^1\}\|_{L^2_x \times V'} + \|\{\phi_\sigma(T), \phi_\sigma, T(T)\}\|_{L^2_x \times V'}) 
\leq C_0 e^{c_1^{1/2} \beta_0 \log(\|y_\sigma\|_\infty) + k_3}
\]

\textbf{Step 4.}

We need to estimate $\|y_\sigma\|_\infty$ in terms of $\int_{\omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt$. Assume that we have the following estimate (consequence of Lemma 4 in the next section) for $y_\sigma$:
\[
\|y_\sigma(t)\|_{H_1} \leq A \left( \|y^0\|_V^2 + \|y^1\|_{L^2}^2 + \int_{\omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt \right) e^{B r_1^{1/2} g(y_\sigma)} e^{pT}.
\]

By the continuous embedding (4) we deduce that for $C$ large enough
\[
\|y_\sigma\|_\infty^2 \leq C \left( \|y^0\|_V^2 + \|y^1\|_{L^2}^2 + \int_{\omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt \right) e^{C r_1^{1/2} g(y_\sigma)} e^{pT},
\]
which combined with (11), yields
\[
\|y_\sigma\|_\infty^2 \leq C \left( \|y^0\|_V^2 + \|y^1\|_{L^2}^2 + \int_{\omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt \right) e^{C r_1^{1/2} g(y_\sigma)} e^{pT} + C_0 e^{c_1^{1/2} \beta_0 \log(\|y_\sigma\|_\infty)}
\]
where $\beta_0 = \log^{p_0/p-1} \|y_\sigma\|_\infty$. Since $p > p_0$, there exists $\tilde{C} > 0$ such that if $\|y_\sigma\|_\infty > \tilde{C}$ then $C T C_0^{1/2} \beta_0 < 1$. We can assume that $\|y_\sigma\|_\infty > \tilde{C}$ since the contrary will conclude the proof.

We deduce that
\[
\|y_\sigma\|_\infty \leq 1 + C \left( \|y^0\|_V^2 + \|y^1\|_{L^2}^2 + \int_{\omega \times (0, T)} r^2 \phi_\sigma^2 \, dr \, dt \right) e^{C r_1^{1/2} g(y_\sigma)} e^{pT}.
\]
Combining (26) with (20) we get
\[ \|y_\sigma\|_\infty \leq 1 + C \left( \|y^0\|^2 + \|y^1\|^2 + C_0(\|\phi_\sigma^0, \phi_\sigma^1\| + \|\phi_\sigma(T), \phi_\sigma(t)\|) \right) e^{C_4T} \]  
(27)

Let us denote \( \mathcal{F} = \|\phi_\sigma^0, \phi_\sigma^1\|_{L^2_x V'} + \|\phi_\sigma(T), \phi_\sigma(t)\|_{L^2_x V'} \). From (23) and (27) we deduce that
\[ \mathcal{F} \leq D e^{(C_0(C_1T)^{1/2}) \log \left( 1 + C(\|y^0\|^2 + \|y^1\|^2 + C_0 \mathcal{F}) e^{C_4T} \right) + k_3} \]

where \( D, C_0, C, k_3 \) are positive constants independent of \( \sigma \). Again, we get that \( \beta_0(C_1T)B < 1 \) for \( \|y_\sigma\|_\infty \) large enough. We deduce that \( (\|\phi_\sigma^0, \phi_\sigma^1\| + \|\phi_\sigma(T), \phi_\sigma(t)\|) \) is uniformly bounded, which combined with (27) yields an uniform bound for \( \|y_\sigma\|_\infty \).

**Step 5.**

Let us return to the case \( f(0) \neq 0 \). Instead of (19) we have
\[ \int_{\omega \times (0,T)} r^2 \phi_\sigma^2 \, dr \, dt = \int_0^1 r^2 z^1 \phi_\sigma(T) - \int_0^1 r^2 y^1 \phi_\sigma^0 + \sigma f(0) \int_0^1 r^2 \phi_\sigma \\
- < z^0, \phi_\sigma(t) >_{V',V'} + < y^0, \phi_\sigma^1 >_{V',V'} \]  
(28)

and in consequence
\[ \int_{\omega \times (0,T)} r^2 \phi_\sigma^2 \, dr \, dt \leq C_0(\|\phi_\sigma^0, \phi_\sigma^1\|_{L^2_x V'} + \|\phi_\sigma(T), \phi_\sigma(t)\|_{L^2_x V'} + C) \]  
(29)

where the constant \( C > 0 \) is independent of \( \sigma \).

Since inequality (25) does not depend on the value of \( f(0) \), we can assume that
\[ C < \|\phi_\sigma^0, \phi_\sigma^1\|_{L^2_x V'} + \|\phi_\sigma(T), \phi_\sigma(t)\|_{L^2_x V'} \]

since the contrary will conclude the proof. Then, proceeding as in steps 3 and 4 we easily obtain the uniform bound for \( \|y_\sigma\|_\infty \). It remains to prove the observability property (16) and the estimate (24). This will be done in the following section (Proposition 2 and Lemma 4) and the proof of Proposition 1 will be concluded. \( \blacksquare \)
4 Observability estimates

The aim of this section is to prove the observability result (16). To prove this estimate we introduce the following class of functions:

\[ \mathcal{P} = \{ a \text{ measurable} : r^\delta a(r, t) \in L^\infty(\Omega \times (0, T)) \text{ for every } \delta > 0 \}. \]

Observe that, in particular, the function \( g \) defined in the previous section belongs to this class.

**Remark 3.** If \( a \in \mathcal{P} \) then \( a \in L^\infty(0, T; L^q(\Omega)) \), for every \( 1 \leq q < \infty \):

\[
\int_0^1 |a(r, t)|^q dr = \int_0^1 r^{1/2} |a|^q \frac{r}{r^{1/2}} dr \\
\leq \|r^{1/2}|a|^q(t)\|_{L^\infty(0,1)} \|r^{-1/2}\|_{L^1(0,1)} \\
= 1/2\|r^{1/2}|a|(t)\|_{L^\infty(0,1)}^q
\]

Therefore

\[
\|a(t)\|_{L^q(0,1)} \leq C \|r^{1/2}a\|_{L^\infty(\Omega \times (0, T))}, \text{ for almost every } t \in (0, T). \tag{30}
\]

Moreover, for every \( l_1 \neq 0 \), it is clear that \( a(r, t) \in L^\infty((l_1, l_2) \times (0, T)) \) with

\[
\|a\|_{L^\infty((l_1, l_2) \times (0, T))} \leq \frac{\|r^\delta a(t)\|_{L^\infty(\Omega \times (0, T))}}{l_1} \tag{31}
\]

Let \( \Omega = (0, 1) \), we consider the following equation with potential \( a \in \mathcal{P} \):

\[
\begin{cases}
\frac{r^2 \xi_{tt} - (r^2 \xi_r)_r + r^2a(r, t)\xi}{r} = 0 \quad \text{in } \Omega \times (0, T) \\
\xi_r(0, t) = \xi(1, t) = 0 \quad \text{for } t \in (0, T) \\
\xi(r, 0) = \xi^0(r), \xi_t(r, 0) = \xi^1(r) \quad \text{in } \Omega.
\end{cases} \tag{32}
\]

The main result of this section is the following:

**Proposition 2.** Let \( 2 > p > 1 \). If \( T > 2 \max(l_1, 1 - l_2) \), then there exist \( q = q(p), 2 < q < \infty \) and two positive constants \( A, B > 0 \) such that

\[
\|\{\xi^0, \xi^1\}\|_{L^2_\omega \times V'}^2 \leq A e^{B\|r^{1/2}a\|_{L^\infty}(0, T)} \int_{\omega \times (0, T)} r^2 \xi^2 dr dt \tag{33}
\]
Exact controllability of the radial solutions...

for every \( a(r, t) \in \mathcal{P} \) and for every solution \( \xi \) of (32) with initial data \( \{\xi^0, \xi^1\} \in L^2_\mathcal{P} \times V' \) and where \( \| \cdot \|_\infty \) denotes the norm in \( L^\infty((0, T) \times \Omega) \).

In the proof of Proposition 2 we are going to do the following change of variables:

\[ v = r\xi. \]

Let \( \xi \) be the solution of (32) with \( \{\xi^0, \xi^1\} \in L^2_\mathcal{P} \times V' \). Then \( v \) is solution of the following equation:

\[
\begin{aligned}
&v_{tt} - v_{rr} + a(r, t)v = 0 \quad \text{in } \Omega \times (0, T) \\
v(0, t) = v(1, t) = 0 \quad \text{for } t \in (0, T) \\
v(r, 0) = v^0(r), \; v_t(r, 0) = v^1 \quad \text{in } \Omega
\end{aligned}
\]

(34)

where \( v^0(r) = r\xi^0(r) \in L^2(0, 1), \; v^1(r) = r\xi^1(r) \in H^{-1}(0, 1) \). Observe that for every initial data \( \{v^0, v^1\} \in L^2(0, 1) \times H^{-1}(0, 1) \), (34) has a unique solution for \( a \in \mathcal{P} \) and

\[ v \in C([0, T]; L^2(0, 1)) \cap C^1([0, T]; H^{-1}(0, 1)). \]

Reciprocally, if \( v \) is the solution of (34) with data \( v^0, v^1 \), then \( \xi = v/r \) is solution of (32) for initial data \( \xi^0 = v^0/r, \; \xi^1 = v^1/r \).

We observe then a biunique correspondence between the solutions of (32) with initial data in \( L^2(\Omega) \times V' \) and the solutions of (34) with initial data in \( L^2(\Omega) \times H^{-1}(\Omega) \). Then Proposition 2 is equivalent to:

**Proposition 3.** Let \( 2 > p > 1 \). If \( T > 2 \max(l_1, 1 - l_2) \), then there exist \( q = q(p), \; 2 < q < \infty \), and a constant \( C > 0 \) such that

\[ \|\{v^0, v^1\}\|_{L^2(\Omega) \times L^1(\Omega)}^2 \leq C(1 + \|r^{-1/2}a\|_\infty)e^{C\|a\|_\infty^{1/p}} \int_{\Omega \times (0, T)} v^2 \, dr \, dt \]

(35)

where \( \| \cdot \|_{\infty, \Omega} \) denotes the norm in \( L^\infty([0, T]; L^2(0, 1)) \).

For the proof of Proposition 3 we first study the behavior of the energy

\[ \mathcal{E}(t) = \frac{1}{2}\{\|v(t)\|_{L^2(\Omega)}^2 + \|v_t(t)\|_{H^{-1}(\Omega)}^2\} \]

Where \( \|v\|_{H^{-1}(\Omega)} = \|d^2[e^{-\frac{1}{2}x^2}]^{-1}v\|_{L^2(\Omega)} \) and \( \frac{d^2}{dx^2} \) denotes the Laplacian with homogeneous Dirichlet conditions.

We have the following estimate.
Proposition 4. Let $2 > p > 1$. There exist $q = q(p)$, $2 < q < \infty$ and two positive constants $A, B > 0$ such that:

$$E(t) \leq Ae^{B\|a\|_{\infty}^{1/p}t}E(0) \quad \forall t \in (0, T)$$

for every potential $a \in \mathcal{P}$, for every solution of (34).

Let us assume that Proposition 4 hold in order to prove Proposition 3. The proof of this proposition will be given at the end of this section.

Proof of Proposition 3.

We proceed by steps.

Step 1.

First of all we observe that time-revertibility of the system satisfied by $u$ and Proposition 4 imply that for every $0 \leq t_1 < t_2 \leq T$, we have

$$\int_{t_1}^{t_2} \text{lll}(t) \text{lll}_{L^2(0,1)} + \lll u_t \lll_{H^{-1}(0,1)} \leq A_2 e^{C\|a\|_{\infty}^{1/p}t_2 \int_{t_1}^{t_2} \text{lll}(t) \text{lll}_{L^2(0,1)} + \lll u_t \lll_{H^{-1}(0,1)}}.$$  

Then, it is sufficient to prove the existence of $t_1, t_2 \in [0, T)$, $t_1 < t_2$ and $C > 0$ such that

$$\int_{t_1}^{t_2} \text{lll}(t) \text{lll}_{L^2(0,1)} + \lll u_t \lll_{H^{-1}(0,1)} \leq C e^{C\|a\|_{\infty}^{1/p} \int_{\Omega \times (0,T)} u^2(r, t)drdt}.$$  

We now observe that, in order to get (38), it is sufficient to prove

$$\int_{t_1}^{t_2} \text{lll}(t) \text{lll}_{L^2(0,1)} \leq C e^{C\|a\|_{\infty}^{1/p} \int_{\Omega \times (0,T)} u^2(r, t)drdt}.$$  

Indeed, multiplying (34) by $m(t) = \frac{d}{dt}^{-1} u$ and integrating by parts in $\Omega \times (t_1, t_2)$ we get

$$\int_{t_1}^{t_2} m(t) \text{lll}(t) \text{lll}_{H^{-1}(0,1)} = \int_{t_1}^{t_2} m(t) \text{lll}(t) \text{lll}_{L^2(0,1)} +$$

$$+ \int_{\Omega \times (t_1, t_2)} m(t) a(r, t) u \frac{-d^2}{dr^2}^{-1} u drdt -$$

$$- \int_{t_1}^{t_2} m'(t) \left( \frac{-d^2}{dr^2}^{-1} u, u_t > H^1_{b, H^{-1}} \right) dt +$$

$$+ \left\{ m(t) \left( \frac{-d^2}{dr^2}^{-1} u, u_t > H^1_{b, H^{-1}} \right) \right\}_{t_1}^{t_2}.$$  

Choosing $m \in C^1([t_1, t_2])$, $m \geq 0$, such that $m(t_1) = m(t_2) = 0$, $m(t) = 1$ for every $t \in [t'_1, t'_2]$ with $t'_1 = t_1 + \frac{(t_2-t_1)}{3}$, $t'_2 = t_2 - \frac{(t_2-t_1)}{3}$, and $\frac{\sqrt{m(t)}^2}{m(t)} \in L^\infty(t_1, t_2)$ we obtain

$$\int_{t'_1}^{t'_2} \|v(t)\|^2_{H^{-1}(0,1)} dt \leq C(1 + \|a\|_{L^\infty((0,T) \times \omega)}) \int_{t_1}^{t_2} \|v(t)\|^2_{L^2(\Omega)} dt \tag{40}$$

Combining (39) and (40) it is easy to get (38).

**Step 2.**

If $v \in L^2(\omega \times (0,T)) = L^2(l_1, l_2; L^2(0,T))$ by using the equation

$$v_{rr} = v_{tt} + av$$

we deduce that $v_{rr} \in L^2(l_1, l_2; H^{-2}(0,T))$ with

$$\|v_{rr}\|_{L^2(l_1, l_2; H^{-2}(0,T))} \leq C(1 + \|a\|_{L^\infty((0,T) \times \omega)}) \|v\|_{L^2(\omega \times (0,T))}.$$  

Interpolating (see [6] Vol. I, pp. 12-23), we obtain $v_r \in L^2(l_1, l_2; H^{-1}(0,T))$ with

$$\|v_r\|_{L^2(l_1, l_2; H^{-1}(0,T))} \leq (1 + \|a\|_{L^\infty((0,T) \times \omega)}^{1/2}) \|v\|_{L^2(\omega \times (0,T))} \tag{41}$$

From (41) we deduce that, in order to get (39) it is sufficient to obtain

$$\int_{\Omega \times (t_1, t_2)} v_r^2 dr dt \leq C e^{C\|a\|_{L^\infty}} \left\{ \int_{\omega \times (0,T)} v^2 dr dt + \int_{t_1}^{t_2} \|v_r\|^2_{H^{-1}(0,T)} \right\} \tag{42}$$

for some $C > 0$. Indeed, combining (42) with (41) we get

$$\int_{\Omega \times (t_1, t_2)} v_r^2 dr dt \leq C(1 + \|a\|_{L^\infty((0,T) \times \omega)}) e^{C\|a\|_{L^\infty}^{1/2}} \int_{\omega \times (0,T)} v^2 dr dt$$

and in view of (31)

$$\int_{\Omega \times (t_1, t_2)} v_r^2 dr dt \leq C(1 + \|v_{1/2} a\|_{L^\infty}^{1/2}) e^{C\|a\|_{L^\infty}^{1/2}} \int_{\omega \times (0,T)} v^2 dr dt. \tag{43}$$

We observe that in order to prove (42) it is enough to obtain

$$\int_{\tau(r_0)} v^2 dr dt \leq C e^{C\|a\|_{L^\infty}^{1/2}} \left\{ \int_{0}^{T} v^2(r_0, t) dt + \|v_r(r_0, t)\|^2_{H^{-1}(0,T)} \right\} \tag{44}$$
for every \( r_0 \in \Omega \) and \( T > \max(r_0, 1 - r_0) \) with \( \tau(r_0) = \tau_1(r_0) \cup \tau_2(r_0) \)
where
\[
\tau_1(r_0) = \{(r,t) \in (0,r_0) \times (0,T) : t \in (r_0 - r, r + T - r_0)\}
\]
\[
\tau_2(r_0) = \{(r,t) \in (r_0,1) \times (0,T) : t \in (r - r_0, T - r + r_0)\}
\]

Indeed, integrating (44) with respect to those \( r_0 \in \omega \) for which the time given in Proposition 2 satisfies \( 2' > 2 \max(r_0, 1 - r_0) \) we get (42) with \( t_1 = \max(t_1, 1 - t_2), t_2 = T - \max(t_1, 1 - t_2) \).

**Step 3.**

Let us finally prove (44). We observe that due to finite propagation \((= 1)\) in system (34) we have
\[
v = w \quad \text{en} \quad \tau(r_0)
\]
where \( w = w(r,t) \) is the solution of
\[
\begin{cases}
  w_{rr} - w_{tt} - aw = 0 & \text{in } \Omega \times (0,T) \\
  w(r,0) = w(r,T) = 0 & \text{for every } r \in \Omega \\
  w(r_0,t) = v(r_0,t), w_r(r_0,t) = v_t(r_0,t) & \text{in } (0,T)
\end{cases}
\]

System (46) is a wave equation where the roles of the time and space variables have been interchanged. It is an evolution equation with respect to \( r \).

We can apply Proposition 4 to system (46). We get
\[
\begin{align*}
  &\|w(r)\|_{L^2(0,T)}^2 + \|w_r(r)\|_{L^2(0,T)}^2 \\
  &\leq C\|v\|_{\frac{1}{2},\frac{1}{q}}^2 \max(r_0,1-r_0) \left\{ \|v(r_0)\|_{L^2(0,T)}^2 + \|v_t(r_0)\|_{L^2(0,T)}^2 \right\}
\end{align*}
\]
Combining (47) and (45) we get (44).

We proceed now to prove Proposition 4. In this aim we remember two technical Lemmas that are going to be used during the proof.

First we recall the Sobolev’s embeddings in dimension one:

**Lemma 2.** Let \( I \subset \mathbb{R} \) be an interval and \( 0 < r \leq s < 1, 1 \leq p \leq q \leq \infty \). Then
\[
W^{s,p}(I) \subset W^{r,q}(I) \quad \text{if} \quad s - \frac{1}{p} = r - \frac{1}{q}
\]
\[
\|f\|_{W^{r,q}(I)} \leq C\|f\|_{W^{s,p}(I)} \quad \forall f \in W^{s,p}(I),
\]
with $C = C(r, s) > 0$. Moreover,

$$W^{s,p}(I) \subset L^q(I) \text{ if } 0 < \frac{1}{p} - \frac{1}{q} < s.$$ 

For the proof see e.g. [8].

The following result is due to Simon in [9] p. II-15.

**Lemma 3.** Let $\rho > 1$, $\mathcal{O} \subset \mathbb{R}^n$ an open and regular subset. Suppose that

$$v \in W^{\sigma, r}(\mathcal{O}) \text{ where } \sigma \leq \rho, \rho \leq r \leq \infty.$$ 

Then

$$|v|^{\rho-1}v \in W^{\sigma, \delta \rho/\rho}(\mathcal{O}) \text{ for every } \delta > 0,$$

with

$$\|v|^{\rho-1}v\|_{W^{\sigma, \delta \rho/\rho}} \leq C\|v\|_{W^{\sigma, r}} \forall v \in W^{\sigma, r}(\mathcal{O})$$

for a constant $C > 0$.

We can take $\delta = 0$ if $r = \infty$ or if $\sigma$ is an integer.

We consider the following linear wave equation:

$$\begin{cases}
y_{tt} - y_{rr} + a y = b & \text{in } \Omega \times (0, T) \\
y(0, t) = y(1, t) = 0 & \text{for } t \in (0, T) \\
y(r, 0) = y^0, y_t(r, 0) = \psi^1 & \text{in } \Omega.
\end{cases}$$

(48)

with $a \in \mathcal{P}$, $1/2 > \varepsilon \geq 0$, $b \in L^2(0, T, H^{-\varepsilon}(\Omega))$, $y \in C([0, T]; H^{1-\varepsilon}(\Omega))$ and $y_t \in C([0, T]; H^{\varepsilon}(\Omega))$.

We define the energy:

$$E(t) = \frac{1}{2} \{\|y\|_{H^{1-\varepsilon}}^2 + \|y_t\|_{H^{-\varepsilon}}^2\},$$

where $\|y\|_{H^{1-\varepsilon}} = \|\mathcal{D}^{\frac{1}{2} + \varepsilon} y\|_{L^2}$, $\|y_t\|_{H^{-\varepsilon}} = \|\mathcal{D}^{\frac{1}{2} - \varepsilon} y_t\|_{L^2}$.

We have the following estimate:

**Lemma 4.** Let $2 > p > 1$. If $1/2 > \varepsilon \geq 0$ is small enough, then there exist $q = q(p), 2 < q < \infty$ and constants $A, B > 0$ such that

$$E(t) \leq A(E(0) + \|b\|^2_{L^2(0, T; H^{-\varepsilon}(\Omega))}) e^{B\|a\|_{\infty, t}}, \forall t \in (0, T).$$

(49)
For the proof of Lemma 4 we proceed by steps. First of all we are going to prove the following Lemma:

**Lemma 5.** Let \( \Omega = (0, 1) \) and \( 2 < \tilde{q} < 3 \). There exist \( 1 > \theta > 1/2 \) and \( \varepsilon \) small enough such that

\[
W^{1-\varepsilon-\theta, \frac{2}{\tilde{q}-1}}(\Omega) \subset W^{1-\theta, \frac{2}{(1-\theta)\tilde{q}} + \frac{2}{(1-\theta)^2\tilde{q}} + \frac{2}{1-\tilde{q}}}(\Omega)
\]

(50)

for some \( \delta > 0 \).

**Proof.**

We can choose \( \theta \) such that

\[
\frac{\tilde{q} - 2}{\tilde{q} - \tilde{q}^2 - 2} < (1 - \theta) < 1/2,
\]

(51)

since \( 2 < \tilde{q} < 3 \) implies

\[
0 < \frac{\tilde{q} - 2}{\tilde{q} - \tilde{q}^2 - 2} < 1/4.
\]

For this election of \( \theta \) we have

\[
0 < \frac{\tilde{q} - 2}{(1 - \theta)2\tilde{q}} - \frac{\tilde{q} - 1}{\tilde{q}} + \frac{\tilde{q} - 1}{2} < 1.
\]

In consequence for \( \varepsilon > 0 \) small enough, \( s = \varepsilon + \frac{\varepsilon}{1-\theta} + \frac{\tilde{q} - 2}{(1-\theta)2\tilde{q}} - \frac{\tilde{q} - 1}{\tilde{q}} + \frac{\tilde{q} - 1}{2} \) satisfies

\[
0 < s < 1.
\]

Let \( \delta = 1 - s \). By Lemma 2.

\[
W^{1-\varepsilon-\theta, \frac{2}{\tilde{q}-1}}(\Omega) \subset W^{1-\theta, \frac{2}{(1-\theta)\tilde{q}} + \frac{2}{(1-\theta)^2\tilde{q}} + \frac{2}{1-\tilde{q}}}(\Omega).
\]

Proof of Lemma 4.

Let us define the perturbed energy

\[
E_K(t) = E(t) + \frac{1}{2} K \| y \|_{L^4}^2
\]

where \( 2 < \tilde{q} < 3 \) is going to be chosen later, \( K = \| a \|_{L^q_{\infty}} \) and \( \frac{1}{q} + \frac{1}{q} = \frac{1}{2} \).
By Lemma 3 we know that \( y^{\theta-1} \in H^\varepsilon(\Omega) \) and

\[
\frac{d}{dt} \| y \|^2 \varepsilon = \frac{d}{dt} \left( \int_{\Omega} y^\theta \right)^{2/\theta} = 2 \| y \|^2 \varepsilon < y^{\theta-1}, y_t > H^\varepsilon, L^\varepsilon.
\]

We need to estimate \( \| y^{\theta-1} \|_{H^\varepsilon} \). In view of Lemmas 3 and 5 we have that for \( \varepsilon \) small enough and for a good selection of \( \theta \)

\[
y^{\theta-1} \in W^{\varepsilon, \frac{\theta-2}{2\theta-2}, \frac{\theta}{2\theta-2}}(\Omega).
\]

Therefore we have that

\[
y^{\theta-1} \in \left[ W^{\varepsilon, \frac{\theta-2}{2\theta-2}, \frac{\theta}{2\theta-2}}(\Omega), L^{\frac{\theta}{2}}(\Omega) \right]_{\theta} = W^{\varepsilon, \frac{\theta-2}{2\theta-2}, \frac{\theta}{2\theta-2}}(\Omega)
\]

where \([X, Y]_\theta\) denotes the interpolation space between the spaces \( X \) and \( Y \). The equality of these spaces can be found in Grisvard [3].

Moreover, by Lemma 2, we have that

\[
W^{\varepsilon, \frac{\theta-2}{2\theta-2}, \frac{\theta}{2\theta-2}}(\Omega) \subset H^\varepsilon(\Omega)
\]

and therefore

\[
\| y^{\theta-1} \|_{H^\varepsilon} \leq C \| y^{\theta-1} \|_{W^{\varepsilon, \frac{\theta-2}{2\theta-2}, \frac{\theta}{2\theta-2}}}
\]

\[
\leq C \| y^{\theta-1} \|_{L^{\frac{\theta}{2}}} \| y \|_{W^{\varepsilon, \frac{\theta-2}{2\theta-2}, \frac{\theta}{2\theta-2}}} \| y \|_{L^{\frac{\theta}{2}}}^{(1-\theta)} \| y \|_{H^{\varepsilon, \theta}}^{(1-\theta)}
\]

\[
\leq C \| y \|_{L^\theta} \| y \|_{H^{\varepsilon, \theta}}^{(1-\theta)}.
\]
Let us multiply (48) by \( \frac{-d^2}{dr_1^2} y_t \in H^2(\Omega) \). Then
\[
\frac{dE_K}{dt} = - a(r,t) y_t \left[ \frac{-d^2}{dr_1^2} y_t \right] > H^{-\epsilon}, H^\epsilon - b \left[ \frac{-d^2}{dr_1^2} y_t \right] > H^{-\epsilon}, H^\epsilon
\]
\[+ K \| y \|_{L^2}^{2-\eta} < y^{\eta-1}, y_t > H^\epsilon, H^\epsilon.
\]
\[\leq C \| y \|_{H^{-\epsilon}} \| a(t) \|_{L^\infty} \| y \|_{L^2} + \| b \|_{H^{-\epsilon}} \| y_t \|_{H^\epsilon}
\]
\[+ K \| y \|_{L^2}^{2-\xi+\theta(\rho-1)} \| y_t \|_{H^{1-\epsilon}}^{(\rho-1)(1-\theta)} \| y_t \|_{H^{-\epsilon}}.
\]
\[\leq C K^{1/2} \left[ \frac{1}{2} \| y_t \|_{H^{1-\epsilon}} + \frac{K}{2} \| y_t \|_{L^2} + \frac{K}{2} \| y_t \|_{L^2}^{2-\xi+\theta(\rho-1)} \| y_t \|_{H^{1-\epsilon}}^{(\rho-1)(1-\theta)}
\]
\[+ \frac{1}{2} \| y_t \|_{H^{-\epsilon}}^2 \right] + \frac{1}{2} \| b \|_{H^{-\epsilon}}^2 + \frac{1}{2} \| y_t \|_{H^{-\epsilon}}^2.
\]
\[\leq C (1 + K^{1/2+\theta(\rho-1)(1-\theta)}) E_K(t) + \frac{1}{2} \| b \|_{H^{-\epsilon}}^2.
\]

By Grönwall's Lemma we obtain
\[E_K(t) \leq C e^{\gamma t} (E_K(0) + \| b \|_{L^2_1(0,T;H^{-\epsilon})}^2) \quad \text{for every } t \in (0,T)
\]
where \( \gamma = C + C \| a \|_{L^{1/2+\theta(\rho-1)(1-\theta)}}^2 \).

Now, if we write \( 1/p = 1/2 + \beta \) with \( 1/2 \geq \beta > 0 \), it is clear that if we can choose \( \theta \), such that \( \theta \) given by Lemma 5 satisfies \( (\theta - 1)(1-\theta) = \beta \) then the proof will be concluded. Let us see that this can be done.

It is enough to see that there exists \( \hat{\theta} \) such that
\[(1-\theta) = \frac{\beta}{\hat{\theta} - 1}
\]
satisfies (52). That is, we have to see that for some \( 3 > \theta > 2 \) we have that
\[\beta > \frac{(\hat{\theta} - 2)(\hat{\theta} - 1)}{5\hat{\theta} - \hat{\theta}^2 - 2} = m(\hat{\theta}).
\]
But we can obtain the last inequality because we have that \( \beta > 0 \) and that \( m(\hat{\theta}) \) is continuous in \( \hat{\theta} = 2 \) with \( m(2) = 0 \).

\[\blacksquare\]
Proof of Proposition 4. We write $v = w + y$ where $w$ is the solution of

$$
\begin{cases}
w_{tt} - w_{rr} = 0 \text{ in } \Omega \times (0, T) \\
w(0, t) = w(1, t) = 0 \text{ for every } t \in (0, T) \\
w(r, 0) = v^0, w_{t}(r, 0) = v^1 \text{ in } \Omega,
\end{cases}
$$

and $y$ is the solution of

$$
\begin{cases}
y_{tt} - y_{rr} + ay = -aw \text{ in } \Omega \times (0, T) \\
y(0, t) = y(1, t) = 0 \text{ for every } t \in (0, T) \\
y(r, 0) = 0, y_{t}(r, 0) = 0 \text{ in } \Omega.
\end{cases}
$$

The energy $E$ is conserved for system (52). Therefore

$$
\|w(t)\|_{L^2(\Omega)}^2 + \|w(t)\|_{H^{-1}(\Omega)}^2 = 2E(0) \ \forall t \in [0, T].
$$

We observe that for every $0 < \epsilon < 1/2$, $aw \in L^2(0, T; H^{-\epsilon}(\Omega))$. In view of Lemma 2, $H^{\epsilon}(\Omega) \subset L^p(\Omega)$ for $p = \frac{2}{1-2\epsilon}$. Moreover, we know that $a \in L^{\infty}(0, T; L^p(\Omega))$, in consequence

$$
<aw, \varphi>_{H^{-\epsilon}, H^\epsilon} = \int_0^1 \int aw \varphi \leq C\|w\|_{L^2} \|a\|_{L^{1/\epsilon}} \|\varphi\|_{H^\epsilon} \ \forall \varphi \in H^\epsilon(\Omega),
$$

and then

$$
\|aw\|_{H^{-\epsilon}} \leq C\|w\|_{L^2} \|a\|_{L^{1/\epsilon}}.
$$

We apply Lemma 4 with $y^0 = y^1 = 0$ and $b = -aw$. We get

$$
\|w(t)\|_{H^{-\epsilon} \cap L^1}^2 + \|w_{t}(t)\|_{H^{-\epsilon}}^2 \leq C\|a\|_{L^2}^2 \|w\|_{L^2(\Omega \times (0, T))}^2 e^{\|a\|_{L^\infty(\Omega \times (0, T))}^p t} \leq 2C\|a\|_{L^2}^2 \|\varphi(0)\|_{L^2} e^{\|a\|_{L^\infty}^p t}.
$$

Combining (54) and (55), (36) follows easily.
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