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ABSTRACT

Pseudodifferential operators are formal Laurent series in the formal inverse $\partial^{-1}$ of the derivative operator $\partial$ whose coefficients are holomorphic functions. Given a pseudodifferential operator, the corresponding formal power series can be obtained by using some constant multiples of its coefficients. The space of pseudodifferential operators is a noncommutative algebra over $\mathbb{C}$ and therefore has a natural structure of a Lie algebra. We determine the corresponding Lie algebra structure on the space of formal power series and study some of its properties. We also discuss these results in connection with automorphic pseudodifferential operators, Jacobi-like forms, and modular forms for a discrete subgroup of $SL(2, \mathbb{R})$.
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Introduction

Integrable nonlinear partial differential equations, or soliton equations, have been investigated in numerous papers during the past few decades, and they include many well-known equations in mathematical physics such as the Korteweg-de Vries (KdV) equation, Kadomtsev-Petviashvili (KP) equation, and nonlinear Schrödinger equation (see, e.g., [2, 3, 5, 8, 10]). One of the essential tools for studying soliton equations is the use of pseudodifferential operators, which are formal Laurent series, with holomorphic functions as coefficients, in the formal inverse $\partial^{-1}$ of the derivative operator.
\( \partial = d/dz \) with respect to the complex variable \( z \) (see [1, 7, 13, 14]). The space of pseudodifferential operators is in fact a noncommutative complex algebra in which the multiplication operation is given by the Leibniz rule. Thus the same space has the structure of an infinite-dimensional Lie algebra over \( \mathbb{C} \) whose Lie bracket is the usual bracket operation associated to given noncommutative product.

Pseudodifferential operators containing only the terms of negative powers of \( \partial \) may be referred to as integral pseudodifferential operators, since the inverse \( \partial^{-1} \) of the derivative operator \( \partial \) may be regarded as the antiderivative operator. The Lie algebra of integral pseudodifferential operators was studied by Khesin and Zakharevich [9] in connection with Poisson-Lie groups and Lie bialgebras. Indeed, they considered the Poisson-Lie structure obtained by extending this Lie algebra by the formal series \( \log \partial \) and investigated relations between such a structure and Hamiltonians of KP and KdV flows. Our interest in integral pseudodifferential operators comes from the fact that they naturally correspond to formal power series. Indeed, a formal power series \( \Phi(z, X) \) can be associated to an integral pseudodifferential operator \( \Psi(z) \) in such a way that the coefficients of \( \Phi(z, X) \) are some constant multiples of those of \( \Psi(z) \). In this paper we are concerned with the Lie algebra structure of the space of formal power series corresponding to the same structure on the space of integral pseudodifferential operators described above.

Let \( \mathcal{F} \) be the ring of holomorphic functions on \( \mathbb{C} \). Given a positive integer \( \delta \), let \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) be the space of integral pseudodifferential operators over \( \mathcal{F} \) containing only the terms \( \partial^{-k} \) for \( k \geq \delta \). Similarly, let \( \mathcal{F}[[X]]_{\delta} \) denote the space of formal power series in \( X \) over \( \mathcal{F} \) involving only the terms \( X^k \) for \( k \geq \delta \). If \( \Phi(z, X) = \sum_{k=\delta}^{\infty} \phi_k(z)X^k \) is a formal power series belonging to \( \mathcal{F}[[X]]_{\delta} \), we consider the corresponding integral pseudodifferential operator \( \Psi(z) = \sum_{k=\delta}^{\infty} \psi_k(z)\partial^{-k} \), where \( \phi_k = c_k \psi_k \in \mathcal{F} \) with \( c_k \in \mathbb{C} \) for each \( k \geq \delta \). Such a correspondence with \( c_k = (-1)^k k!(k-1)! \) was considered by Cohen, Manin, and Zagier [4], who showed, among other things, that it induces a correspondence between Jacobi-like forms and automorphic pseudodifferential operators. Thus there is a \( \mathbb{C} \)-linear isomorphism between \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) and \( \mathcal{F}[[X]]_{\delta} \). In addition to being complex vector spaces, both \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) and \( \mathcal{F}[[X]]_{\delta} \) are in fact algebras. The multiplication in \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) determined by the Leibniz rule is not commutative, while the usual multiplication on \( \mathcal{F}[[X]]_{\delta} \) is commutative. The noncommutative product on \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) determines the usual Lie bracket under which \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) becomes a Lie algebra. One of the important properties of pseudodifferential operators is that there is a natural action of the group SL(2, \( \mathbb{C} \)) on \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) induced by Möbius transformations of the complex plane \( \mathbb{C} \). The isomorphism between \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \) and \( \mathcal{F}[[X]]_{\delta} \) can then be used to obtain the corresponding action of SL(2, \( \mathbb{C} \)) on \( \mathcal{F}[[X]]_{\delta} \), so that it becomes an isomorphism of SL(2, \( \mathbb{C} \))-modules. From a number-theoretic point of view, an interesting feature of this action on formal power series is that it resembles the operation associated to one of the two transformation formulas for Jacobi forms in number theory (cf. [6]). It would be natural to consider various algebraic structures of \( \mathcal{F}[[X]]_{\delta} \) corresponding to those of \( \Psi \mathcal{D}(\mathcal{F})_{-\delta} \), and our focus in this paper is the Lie
algebra structure, which was suggested by Cohen, Manin, and Zagier [4].

In order to study connections of pseudodifferential operators and formal power series with number theory, more specifically with modular forms, we need to consider those objects over the ring $R$ of holomorphic functions on the Poincaré upper half plane $\mathcal{H}$. Thus in this case there are actions of $\text{SL}(2, \mathbb{R})$ on $\Psi \mathcal{D}(R)_\delta$ and $R[[X]]_\delta$ which are compatible under an isomorphism between those two spaces. Let $\Gamma$ be a discrete subgroup of $\text{SL}(2, \mathbb{R})$. Then $\Gamma$-invariant elements in $\Psi \mathcal{D}(R)_\delta$ and $R[[X]]_\delta$ are known as automorphic pseudodifferential operators and Jacobi-like forms, respectively, and they are closely linked to modular forms (see [4, 15]). Indeed, given a Jacobi-like form $\Phi$ for $\Gamma$, a certain linear combination of derivatives of coefficients of $\Phi$ determines a modular form for $\Gamma$, and conversely, each coefficient of $\Phi$ can be expressed as a linear combination of derivatives of modular forms for $\Gamma$ of various weights. These relations can be used to establish a one-to-one correspondence between Jacobi-like forms and certain sequences of modular forms. Similarly, such sequences of modular forms also correspond to automorphic pseudodifferential operators. One of the applications of this correspondence is the construction of a lifting map from modular forms to Jacobi-like forms or to automorphic pseudodifferential operators.

In this paper we derive the formula for the Lie bracket that determines the Lie algebra structure on $F[[X]]_\delta$ described above and construct the Lie algebra homomorphism from $\mathfrak{sl}(2, \mathbb{C})$ to $F[[X]]_\delta$ corresponding to the above-mentioned action of $\text{SL}(2, \mathbb{C})$. We also determine equivariant maps from $F$ to $\Psi \mathcal{D}(F)_{-\delta}$ and $F[[X]]_\delta$ and discuss applications to automorphic pseudodifferential operators and Jacobi-like forms.

1. Power series and pseudodifferential operators

In this section we describe a correspondence between pseudodifferential operators and formal power series. We also discuss actions of $\text{SL}(2, \mathbb{C})$ that are compatible under such a correspondence.

The group $\text{SL}(2, \mathbb{C})$ acts on the complex plane $\mathbb{C}$ as usual by Möbius transformations, so that we have

$$\gamma z = \frac{az + b}{cz + d}$$

for all $z \in \mathcal{H}$ and $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2, \mathbb{R})$. For the same $z$ and $\gamma$, we set

$$\mathfrak{J}(\gamma, z) = cz + d, \quad \mathfrak{R}(\gamma, z) = c \mathfrak{J}(\gamma, z)^{-1} = \frac{c}{cz + d}. \quad (1)$$

Then the resulting maps $\mathfrak{J}, \mathfrak{R} : \text{SL}(2, \mathbb{C}) \times \mathbb{C}$ satisfy

$$\mathfrak{J}(\gamma \gamma', z) = \mathfrak{J}(\gamma, \gamma' z) \mathfrak{J}(\gamma', z), \quad \mathfrak{R}(\gamma \gamma', z) = \mathfrak{J}(\gamma, z)^{-2} \mathfrak{R}(\gamma, \gamma' z) + \mathfrak{R}(\gamma', z) \quad (2)$$

for all $\gamma, \gamma' \in \text{SL}(2, \mathbb{C})$ and $z \in \mathcal{H}$.
Let $F$ denote the ring of holomorphic functions on $C$, and let $F[[X]]$ be the complex algebra of formal power series in $X$ with coefficients in $F$. Given a formal power series $\Phi(z, X) \in F[[X]]$, an integer $\lambda$, and an element $\gamma \in \text{SL}(2, C)$, we set

\[
(\Phi |^\lambda \gamma)(z, X) = \mathfrak{J}(\gamma, z)^{-\lambda}e^{-\mathfrak{J}(\gamma, z)X}\Phi(\gamma z, \mathfrak{J}(\gamma, z)^{-1}X)
\]

for all $z \in \mathcal{H}$. If $\gamma'$ is another element of $\text{SL}(2, C)$, then from (2) we see that

\[
\Phi |^\lambda \mathfrak{J}(\gamma \gamma') = (\Phi |^\lambda \gamma) |^\lambda \gamma';
\]

hence the operation $|^\lambda$ determines a right action of $\text{SL}(2, C)$ on $F[[X]]$. If $\delta$ is a nonnegative integer, we set

\[
F[[X]]_{\delta} = X^\delta F[[X]],
\]

so that an element $\Phi(z, X) \in F[[X]]_{\delta}$ can be written in the form

\[
\Phi(z, X) = \sum_{k=0}^{\infty} \phi_k(z)X^{k+\delta}
\]

with $\phi_k \in F$ for each $k \geq 0$.

A pseudodifferential operator over $F$ is a formal Laurent series in the formal inverse $\partial^{-1}$ of $\partial = d/dz$ with coefficients in $F$ of the form

\[
\Psi(z) = \sum_{k=-\infty}^{u} h_k(z)\partial^k
\]

with $u \in \mathbb{Z}$ and $h_k \in F$ for each $k \geq 0$. We denote by $\Psi\mathcal{D}(F)$ the space of all pseudodifferential operators over $F$. Using the relation

\[
\frac{d}{d(\mathfrak{J}(\gamma)z)} = \frac{d(\gamma z)}{dz}^{-1}\frac{d}{dz} = \mathfrak{J}(\gamma, z)^2\partial,
\]

we see that the group $\text{SL}(2, C)$ acts on $\Psi\mathcal{D}(F)$ on the right by

\[
\Psi(z) \circ \gamma = \Psi(\gamma z) = \sum_{k=-\infty}^{u} h_k(\gamma z)(\mathfrak{J}(\gamma, z)^2\partial)^k
\]

for all $\gamma \in \text{SL}(2, C)$, where $\mathfrak{J}(\gamma, z)$ is as in (1). If $\alpha$ is an integer, we denote by $\Psi\mathcal{D}(F)_\alpha$ the subspace of $\Psi\mathcal{D}(F)$ consisting of the pseudodifferential operators of the form

\[
\sum_{k=0}^{\infty} \psi_k(z)\partial^{\alpha+k}
\]

with $\psi_k \in F$ for all $k \geq 0$. 
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We now introduce an isomorphism between the space of formal power series and that of pseudodifferential operators defined as follows, which was considered by Cohen, Manin, and Zagier in [4]. Given a formal power series
\[ F(z, X) = \sum_{k=0}^{\infty} f_k(z) X^k + \delta \in \mathcal{F}[[X]]_\delta \]
and a pseudodifferential operator
\[ \Psi(z) = \sum_{k=0}^{\infty} \psi_k(z) \partial^{k-\varepsilon} \in \Psi \mathcal{D}(\mathcal{F})_{-\varepsilon} \]
with \( \delta, \varepsilon > 0 \), we set
\[ (L_\partial^\xi F)(z) = \sum_{k=0}^{\infty} C_k^{\xi+\delta} f_k(z) \partial^{-k-\delta-\xi}, \]
\[ (L_X^\xi \Psi)(z, X) = \sum_{k=0}^{\infty} C_{k+\varepsilon}^{-1} \psi_k(z) X^{k+\varepsilon-\xi} \]
for each nonnegative integer \( \xi \), where \( C_\eta \) with \( \eta > 0 \) denotes the integer
\[ C_\eta = (-1)^\eta \eta! (\eta - 1)! . \]
Then it can be easily seen that
\[ (L_\partial^\xi \circ L_X^\xi) F = F, \quad (L_\partial^0 \circ L_X^0)\Psi = \Psi, \]
and therefore the resulting maps
\[ L_\partial^\xi : \mathcal{F}[[X]]_\delta \to \Psi \mathcal{D}(\mathcal{F})_{-\delta-\varepsilon}, \quad L_X^\xi : \Psi \mathcal{D}(\mathcal{F})_{-\varepsilon} \to \mathcal{F}[[X]]_{\varepsilon+\delta} \]
are linear isomorphisms.

**Proposition 1.1.** Let \( F(z, X) \in \mathcal{F}[[X]]_\delta \) and \( \Psi(z) \in \Psi \mathcal{D}(\mathcal{F})_{-\varepsilon} \) with \( \delta, \varepsilon > 0 \). If \( \xi \) is a nonnegative integer, we have
\[ ((L_\partial^\xi F) \circ \gamma) = L_\partial^\xi (F \circ J^\gamma), \quad (L_X^\xi \Psi) \circ J^\gamma = L_X^\xi (\Psi \circ \gamma) \]
for all \( \gamma \in \text{SL}(2, \mathbb{C}) \).

**Proof.** Given \( \gamma \in \text{SL}(2, \mathbb{C}) \), \( z \in \mathcal{H} \), and \( F(z, X) \in \mathcal{F}[[X]]_\delta \) as in (5), using (4), we have
\[ ((L_\partial^\xi F) \circ \gamma)(z) = (L_\partial^\xi F)(\gamma z, J(\gamma, z)^2 \partial) = \sum_{k=0}^{\infty} C_{k+\delta+\varepsilon} f_k(\gamma z)(J(\gamma, z)^2 \partial)^{-k-\delta-\varepsilon} . \]
If \( m \) is an integer, it can be shown by induction that
\[
(\mathfrak{J}(\gamma,z)^2 \partial)^m = \sum_{r=0}^{\infty} r! \binom{m}{r} \mathfrak{J}(\gamma,z)^{2m} \mathfrak{J}(\gamma,z)^r \partial^{m-r}.
\]
Using this, we obtain
\[
((\mathcal{L}_\xi^0 F) \circ \gamma)(z) = \sum_{k=0}^{\infty} \sum_{r=0}^{\infty} C_{k+r,\delta} f_k(\gamma z) r! \binom{-k-\delta-\xi}{r} \frac{(-k-\delta-\xi-1)}{r} \mathfrak{J}(\gamma,z)^{-2k-2\delta-2\xi} \mathfrak{J}(\gamma,z)^r \partial^{k+\delta-\xi-r} \mathfrak{J}(\gamma,z)^{-2k-2\delta-2\xi+2r} \mathfrak{J}(\gamma,z)^r \partial^{k-\delta-\xi}.
\]
From this and the identity
\[
\binom{-\alpha}{r} = \frac{(-1)^r \alpha(\alpha-1)!}{r!(\alpha-1-r)!}
\]
for \( \alpha \geq 1 \), we see that
\[
((\mathcal{L}_\xi^0 F) \circ \gamma)(z) \quad \text{(10)}
\]
On the other hand, using (3), we have
\[
(F |^j_{\mathcal{L}_\xi} \gamma)(z, X) = \mathfrak{J}(\gamma,z)^{-2\xi} \sum_{r=0}^{\infty} \binom{-r}{r} \mathfrak{J}(\gamma,z)^r X \sum_{k=0}^{\infty} f_k(\gamma z) \mathfrak{J}(\gamma,z)^{-2} X^{k+\delta} = \sum_{k=0}^{\infty} \sum_{r=0}^{\infty} \binom{-r}{r} \mathfrak{J}(\gamma,z)^{-2k-2\delta-2\xi} \mathfrak{J}(\gamma,z)^r f_k(\gamma z) X^{k+r+\delta}.
\]
Applying \( \mathcal{L}_\xi^0 \) to this relation and comparing it with (10), we see that
\[
\mathcal{L}_\xi^0 (F |^j_{\mathcal{L}_\xi} \gamma)(z) = ((\mathcal{L}_\xi^0 F) \circ \gamma)(z),
\]
which verifies the first relation in (9). We now apply this to \( F(z, X) = (\mathcal{L}_\xi^X \Psi)(z, X) \), so that
\[
\mathcal{L}_\xi^0 ((\mathcal{L}_\xi^X \Psi) |^j_{\mathcal{L}_\xi} \gamma) = \mathcal{L}_\xi^0 (\mathcal{L}_\xi^X \Psi) \circ \gamma = \Psi \circ \gamma.
\]
Then the second relation in (9) is obtained by applying \( \mathcal{L}_\xi^X \) to this relation.  
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2. Lie algebras of power series

In this section we introduce a Lie algebra structure on the space of power series that is compatible with the natural Lie algebra structure on the noncommutative algebra of pseudodifferential operators. We determine an explicit formula for the associated Lie bracket.

Given pseudodifferential operators \( \Psi(z), \Phi(z) \in \Psi D(\mathcal{F})_{-\delta} \) with \( \delta > 0 \), we set
\[
[\Psi(z), \Phi(z)]^\partial = \Psi(z)\Phi(z) - \Phi(z)\Psi(z),
\]
which belongs to \( \Psi D(\mathcal{F})_{-2\delta} \). Then this formula determines a skew-symmetric bilinear map
\[
[\cdot, \cdot]^\partial : \Psi D(\mathcal{F})_{-\delta} \times \Psi D(\mathcal{F})_{-\delta} \to \Psi D(\mathcal{F})_{-2\delta},
\]
which provides \( \Psi D(\mathcal{F}) \) with a structure of a complex Lie algebra.

Assuming that
\[
\Psi(z) = \sum_{k=0}^{\infty} \psi_k(z)\partial^{-k-\delta}, \quad \Phi(z) = \sum_{k=0}^{\infty} \phi_k(z)\partial^{-k-\delta},
\]
we have
\[
\Psi(z)\Phi(z) = \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \sum_{q=0}^{\infty} \left( -k - \delta \right) \psi_k(z)\phi_q^{(q)}(z)\partial^{-k-\ell-q-2\delta}.
\]
Changing the indices from \( k, \ell, q \) to \( r, p, q \) with \( r = k + \ell + q \) and \( p = \ell + q \), we obtain
\[
\Psi(z)\Phi(z) = \sum_{r=0}^{\infty} \sum_{p=0}^{r} \sum_{q=0}^{p} \left( -r - \delta + p \right) \psi_{r-p}(z)\phi_{p-q}^{(q)}(z)\partial^{-r-2\delta}.
\]
Hence we see that
\[
[\Psi(z), \Phi(z)]^\partial = \Psi(z)\Phi(z) - \Phi(z)\Psi(z) = \sum_{r=0}^{\infty} \eta(\Psi, \Phi)_r \partial^{-r-2\delta}, \quad (11)
\]
where
\[
\eta(\Psi, \Phi)_r = \sum_{p=0}^{r} \sum_{q=0}^{p} \left( -r - \delta + p \right) \left( \psi_{r-p}(z)\phi_{p-q}^{(q)}(z) - \phi_{r-p}(z)\psi_{p-q}^{(q)}(z) \right)
\]
for all \( r \geq 0 \).

We now consider formal power series \( F(z, X) \) and \( G(z, X) \) belonging to \( \mathcal{F}[[X]]_{\delta} \) given by
\[
F(z, X) = \sum_{k=0}^{\infty} f_k(z)X^{k+\delta}, \quad G(z, X) = \sum_{k=0}^{\infty} g_k(z)X^{k+\delta}. \quad (12)
\]
We then define the formal power series \([F(z, X), G(z, X)]^X\) by

\[
[F(z, X), G(z, X)]^X = \sum_{r=0}^{\infty} \sum_{p=0}^{r} \sum_{q=0}^{p} \left(\frac{-r - \delta - \xi + p}{q}\right) C_{r-p+\delta+\xi} C_{p-q+\delta+\xi} \times \left(f_{r-p}(z)g^{(q)}_{p-q}(z) - g_{r-p}(z)f^{(q)}_{p-q}(z)\right) X^{r+2\delta}.
\] (13)

**Theorem 2.1.** The formula (13) determines a bilinear map \([\ , \ ]^X : \mathcal{F}[X]_\delta \times \mathcal{F}[X]_\delta \rightarrow \mathcal{F}[X]_{2\delta}\) of formal power series satisfying

\[
[L_{\xi}^0(F(z, X)), L_{\xi}^0(G(z, X))]^0 = [L_{\xi}^0(F(z, X)), L_{\xi}^0(G(z, X))]^0
\] (14)

for all \(F(z, X), G(z, X) \in \mathcal{F}[X]_\delta\) and \(\xi \geq 0\).

**Proof.** Let \(F(z, X), G(z, X) \in \mathcal{F}[X]_\delta\) be given by (12). By (6) the pseudodifferential operators \(L_{\xi}^0(F(z, X))\) and \(L_{\xi}^0(G(z, X))\) are given by

\[
L_{\xi}^0(F(z, X)) = \sum_{k=0}^{\infty} C_{k+\delta+\xi} f_k(z) \partial^{-k-\delta-\xi}, \quad L_{\xi}^0(G(z, X)) = \sum_{k=0}^{\infty} C_{k+\delta+\xi} g_k(z) \partial^{-k-\delta-\xi}
\]

for each \(\xi \geq 0\). Thus, from these relations and (11) we obtain

\[
[L_{\xi}^0(F(z, X)), L_{\xi}^0(G(z, X))]^0 = \sum_{r=0}^{\infty} \sum_{p=0}^{r} \sum_{q=0}^{p} \left(\frac{-r - \delta - \xi + p}{q}\right) C_{r-p+\delta+\xi} C_{p-q+\delta+\xi} \times \left(f_{r-p}(z)g^{(q)}_{p-q}(z) - g_{r-p}(z)f^{(q)}_{p-q}(z)\right) \partial^{-r-2\delta-2\xi}.
\]

From this, (7) and (13) it follows that

\[
[F(z, X), G(z, X)]^X = L_{2\delta}^X[L_{\xi}^0(F(z, X)), L_{\xi}^0(G(z, X))]^0.
\]

In particular, we see that \([F(z, X), G(z, X)]^X \in \mathcal{F}[X]_{2\delta}\) and that (14) holds.

From Theorem 2.1 it follows that \([\ , \ ]^X\) is a Lie bracket on \(\mathcal{F}[X]\), and therefore \(\mathcal{F}[X]\) together with this bracket is a complex Lie algebra.
3. Lie algebra homomorphisms

Let $\mathcal{F}$ be the space of holomorphic functions on the complex plane $\mathbb{C}$, and let $\Psi \mathcal{D}(\mathcal{F})$ and $\mathcal{F}[[X]]$ be as in section 1. In this section we determine a Lie algebra homomorphism from $\mathfrak{sl}(2, \mathbb{C})$ to $\mathcal{F}[[X]]$ which corresponds to the natural action of $\text{SL}(2, \mathbb{C})$ on $\Psi \mathcal{D}(\mathcal{F})$.

Let $\text{End}(\Psi \mathcal{D}(\mathcal{F}))$ be the space of complex linear endomorphisms of $\Psi \mathcal{D}(\mathcal{F})$, and $\text{Aut}(\Psi \mathcal{D}(\mathcal{F}))$ be the group of invertible elements in $\text{End}(\Psi \mathcal{D}(\mathcal{F}))$. We consider the left action $\rho : \text{SL}(2, \mathbb{C}) \rightarrow \text{Aut}(\Psi \mathcal{D}(\mathcal{F}))$ of $\text{SL}(2, \mathbb{C})$ on $\Psi \mathcal{D}(\mathcal{F})$ defined by

$$\rho(\gamma) \Psi)(z) = \Psi(z) \circ \gamma^{-1} = \Psi(\gamma^{-1}z)$$

for all $\gamma \in \text{SL}(2, \mathbb{C})$ and $\Psi \in \Psi \mathcal{D}(\mathcal{F})$, where $\Psi(z) \circ \gamma^{-1}$ is as in (4). Then, as usual, the homomorphism $\rho$ determines a linear map $\sigma : \mathfrak{sl}(2, \mathbb{C}) \rightarrow \text{End}(\Psi \mathcal{D}(\mathcal{F}))$ defined by

$$\sigma(v)\Psi(z) = \frac{d}{dt} \rho(e^{tv})\Psi(z) \bigg|_{t=0} = \frac{d}{dt} \Psi(e^{-tv}z) \bigg|_{t=0} \quad (15)$$

for $v \in \mathfrak{sl}(2, \mathbb{C})$, $\Psi \in \Psi \mathcal{D}(\mathcal{F})$ and $z \in \mathbb{C}$, which satisfies

$$\sigma([v, w]) = \sigma(v)\sigma(w) - \sigma(w)\sigma(v)$$

for all $v, w \in \mathfrak{sl}(2, \mathbb{C})$. We shall show below that each endomorphism $\sigma(v) \in \text{End}(\Psi \mathcal{D}(\mathcal{F}))$ of $\Psi \mathcal{D}(\mathcal{F})$ is simply multiplication by an element of $\Psi \mathcal{D}(\mathcal{F})$ on the left.

We consider the standard basis $\{h, e^+, e^-\}$ for the Lie algebra $\mathfrak{sl}(2, \mathbb{C})$ given by

$$h = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad e^+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad e^- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \quad (16)$$

Then these vectors satisfy the relations

$$[h, e^+] = 2e^+, \quad [h, e^-] = -2e^-, \quad [e^+, e^-] = h.$$

**Lemma 3.1.** Let $v \in \mathfrak{sl}(2, \mathbb{C})$ be an element given by

$$v = K_1h + K_2e_+ + K_3e_-$$

for some $K_1, K_2, K_3 \in \mathbb{C}$. Then we have

$$\sigma(v) = (-2K_1z - K_2 + K_3z^2)\partial$$

with $\partial = d/dz$. 

---

Proof. For the basis vectors in (16) we see that
\[ e^{-th} = \begin{pmatrix} e^{-t} & 0 \\ 0 & e^t \end{pmatrix}, \quad e^{-te^+} = \begin{pmatrix} 1 & -t \\ 0 & 1 \end{pmatrix}, \quad e^{-te^-} = \begin{pmatrix} 1 & 0 \\ -t & 1 \end{pmatrix}. \]
From these relations and (15) we obtain
\[ \sigma(h)\Psi(z) = \frac{d}{dt}\Psi(e^{-2t}z)\bigg|_{t=0} = -2e^{-2t}z\partial\Psi(e^{-2t}z), \]
\[ \sigma(e^+)\Psi(z) = \frac{d}{dt}\Psi(z-t)\bigg|_{t=0} = -\partial\Psi(z-t), \]
\[ \sigma(e^-)\Psi(z) = \frac{d}{dt}\Psi\left(\frac{z}{-t+1}\right)\bigg|_{t=0} = \frac{z^2}{(-t+1)^2}\partial\Psi\left(\frac{z}{-t+1}\right)\bigg|_{t=0} = z^2\partial\Psi(z) \]
for all \( z \in \mathcal{H} \). Thus we have
\[ \sigma(h) = -2z\partial, \quad \sigma(e^+) = -\partial, \quad \sigma(e^-) = z^2\partial; \quad (17) \]
hence the lemma follows by linear extension.

Lemma 3.1 shows in particular that each \( \sigma(v) \) with \( v \in \mathfrak{sl}(2, \mathbb{C}) \) may be regarded as an element of \( \Psi\mathcal{D}(\mathcal{F}) \) itself. On the other hand, the noncommutative complex algebra \( \Psi\mathcal{D}(\mathcal{F}) \) has the structure of a Lie algebra whose bracket operation is given by
\[ [\Psi_1, \Psi_2] = \Psi_1\Psi_2 - \Psi_2\Psi_1 \]
for all \( \Psi_1, \Psi_2 \in \text{End}(\Psi\mathcal{D}(\mathcal{F})) \). Thus we see that the map \( \sigma \) may be regarded as the Lie algebra homomorphism
\[ \sigma : \mathfrak{sl}(2, \mathbb{C}) \rightarrow \Psi\mathcal{D}(\mathcal{F}). \]
Given \( \xi \geq 0 \), we now set
\[ \sigma_X = L_X^\xi \circ \sigma : \mathfrak{sl}(2, \mathbb{C}) \rightarrow \mathcal{F}[[X]], \quad (18) \]
where \( L_X^\xi \) is as in (7).

Lemma 3.2. The map \( \sigma_X \) in (18) is a Lie algebra homomorphism, where the Lie algebra structure on \( \mathcal{F}[[X]] \) is given by the bracket in (13).

Proof. If \( u, v \in \mathfrak{sl}(2, \mathbb{C}) \), using (14), we see that
\[ [(\sigma_X(u))(z, X), (\sigma_X(w))(z, X)] = L_X^\xi\left( (\mathcal{L}_v^\xi \circ \sigma_X)(z), (\mathcal{L}_w^\xi \circ \sigma_X)(z) \right) = \mathcal{L}_X^\xi\left( (\sigma(u))(z), (\sigma(w))(z) \right) \]
hence the lemma follows.
From Lemma 3.2 it follows that the Lie algebra \( \mathfrak{sl}(2, \mathbb{C}) \) acts on \( \mathcal{F}[[X]] \) by the adjoint representation, so that

\[
v \cdot F(z, X) = \text{ad}(v)F(z, X) = [(\sigma_X v)(z, X), F(z, X)]^X
\]  

(19)

for \( v \in \mathfrak{sl}(2, \mathbb{C}) \) and \( F(z, X) \in \mathcal{F}[[X]] \). The next proposition provides formulas for this representation for basis vectors.

**Proposition 3.3.** Given a formal power series \( F(z, X) = \sum_{k=0}^{\infty} f_k(z)X^{k+\delta} \in \mathcal{F}[[X]]_\delta \), we have

\[
h \cdot F(z, X) = -2 \sum_{k=0}^{\infty} \left(z(\partial f_k)(z) + (k + \delta + \xi)f_k(z)\right)X^{k+\delta},
\]  

(20)

\[
e^+ \cdot F(z, X) = - \sum_{k=0}^{\infty} (\partial f_k)(z)X^{k+\delta},
\]  

(21)

\[
e^- \cdot F(z, X) = \sum_{k=0}^{\infty} \left(z^2(\partial f_k)(z) + 2(k + \delta + \xi)f_k(z) - f_{k-1}(z)\right)X^{k+\delta}
\]  

(22)

with \( f_{-1} = 0 \), where \( h, e^+, e^- \in \mathfrak{sl}(2, \mathbb{C}) \) are the standard basis vectors in (16).

**Proof.** Consider an element of the form \( h(z)\partial^\omega \in \Psi\mathcal{D}(\mathcal{F}) \) with \( \omega \in \mathbb{Z} \). Then, using (17) and (19), we have

\[
-\frac{1}{2} \text{ad}(\sigma(h))(h(z)\partial^\omega) = [z\partial, h(z)\partial^\omega] = z\partial(h(z)\partial^\omega) - h(z)\partial^\omega(z\partial)
\]

\[
= z(\partial h)(z)\partial^\omega + z(h(z)\partial^{\omega+1} - h(z)z\partial^{\omega+1} - \omega h(z)\partial^\omega
\]

\[
= (z(\partial h)(z) - \omega h(z))\partial^\omega,
\]

\[
- \text{ad}(\sigma(e^+))(h(z)\partial^\omega) = [\partial, h(z)\partial^\omega] = \partial(h(z)\partial^\omega) - h(z)\partial^{\omega+1}
\]

\[
= (\partial h)(z)\partial^\omega + h(z)\partial^{\omega+1} - h(z)\partial^{\omega+1} = (\partial h)(z)\partial^\omega,
\]

\[
\text{ad}(\sigma(e^-))(h(z)\partial^\omega) = [z^2\partial, h(z)\partial^\omega] = z^2\partial(h(z)\partial^\omega) - h(z)\partial^\omega(z^2\partial)
\]

\[
= z^2(\partial h(z))\partial^\omega + z^2 h(z)\partial^{\omega+1}
\]

\[
- h(z)(z^2\partial^{\omega+1} + 2\omega z\partial^\omega + \omega(\omega - 1)\partial^{\omega-1})
\]

\[
= (z^2(\partial h(z)) - 2\omega z h(z))\partial^\omega - \omega(\omega - 1)h(z)\partial^{\omega-1}.
\]
If $\Psi(z) = \sum_{\nu=0}^{\infty} \psi_\nu(z) \partial^{\eta-\nu} \in \Psi \mathcal{D}(\mathcal{F})_\eta$ with $\eta > 0$, from the above relations we obtain
\begin{align*}
\text{ad}(\sigma(h))(\Psi(z)) &= -2 \sum_{\nu=0}^{\infty} \left( z(\partial \psi_\nu)(z) - (\eta - \nu) \psi_\nu(z) \right) \partial^{\eta-\nu}, \\
\text{ad}(\sigma(e^+))(\Psi(z)) &= -\sum_{\nu=0}^{\infty} (\partial \psi_\nu)(z) \partial^{\eta-\nu}, \quad (23) \\
\text{ad}(\sigma(e^-))(\Psi(z)) &= \sum_{\nu=0}^{\infty} \left( z^2(\partial \psi_\nu)(z) - 2(\eta - \nu)z \psi_\nu(z) \\
&\quad - (\eta - \nu)(\eta - \nu + 1) \psi_{\nu-1}(z) \right) \partial^{\eta-\nu}. \quad (25)
\end{align*}
with $\psi_{-1} = 0$. We now consider a formal power series

$$F(z, X) = \sum_{k=0}^{\infty} f_k(z) X^{k+\delta} \in \mathcal{F}[[X]]_{\delta}$$

with $\delta > 0$. Then, given $\xi \geq 0$, by using (6) we may write

$$L_{\xi}^\partial (F(z, X)) = \sum_{k=0}^{\infty} C_{k+\delta+\xi} f_k(z) \partial^{-k-\delta-\xi},$$

where $C_{k+\delta+\xi}$ is as in (8). Thus, using (23), (24), and (25), we have

\begin{align*}
-\frac{1}{2} \text{ad}(\sigma(h))(L_{\xi}^\partial (F(z, X))) &= \sum_{k=0}^{\infty} C_{k+\delta+\xi} \left( z(\partial f_k)(z) + (k + \delta + \xi) f_k(z) \right) \partial^{-k-\delta-\xi}, \\
- \text{ad}(\sigma(e^+))(L_{\xi}^\partial (F(z, X))) &= \sum_{k=0}^{\infty} C_{k+\delta+\xi} (\partial f_k)(z) \partial^{-k-\delta-\xi}, \\
\text{ad}(\sigma(e^-))(L_{\xi}^\partial (F(z, X))) &= \sum_{k=0}^{\infty} \left( C_{k+\delta+\xi} z^2(\partial f_k)(z) + 2(k + \delta + \xi)z f_k(z) \\
&\quad - (k + \delta + \xi)(k + \delta + \xi - 1) C_{k+\delta+\xi-1} f_{k-1}(z) \right) \partial^{-k-\delta-\xi} \\
&= \sum_{k=0}^{\infty} C_{k+\delta+\xi} \left( z^2(\partial f_k)(z) + 2(k + \delta + \xi)z f_k(z) + f_{k-1}(z) \right) \partial^{-k-\delta-\xi}
\end{align*}
with \( f_{-1} = 0 \). From the above identities and (7) we see that
\[
-\frac{1}{2}(L^X_\xi \circ \text{ad}(\sigma(h)) \circ L^0_\xi)(F(z, X)) = \sum_{k=0}^{\infty} \left( z(\partial f_k)(z) + (k + \delta + \xi)f_k(z) \right)X^{k+\delta},
\]
\[
-(L^X_\xi \circ \text{ad}(\sigma(e^+)) \circ L^0_\xi)(F(z, X)) = \sum_{k=0}^{\infty} (\partial f_k)(z)X^{k+\delta},
\]
\[
(L^X_\xi \circ \text{ad}(\sigma(e^-)) \circ L^0_\xi)(F(z, X)) \quad = \quad \sum_{k=0}^{\infty} \left( z^2(\partial f_k)(z) + 2(k + \delta + \xi)f_k(z) + f_{k-1}(z) \right)X^{k+\delta}.
\]
Thus the lemma follows by comparing these identities with (20), (21), and (22). 

4. Equivariant splittings

For each formal power series \( F(z, X) \in F[[X]]_\delta \) with \( \delta > 0 \), by taking its coefficient of \( X^\delta \), we obtain a surjective linear map from \( F[[X]]_\delta \) to \( F \). In this section we obtain a right inverse of this map that is equivariant with respect to \( \text{SL}(2, \mathbb{C}) \).

If \( \{h, e^+, e^-\} \) is the standard basis in (16) for \( \mathfrak{sl}(2, \mathbb{C}) \), using the inner product \( \langle v, w \rangle = \text{tr}(v, w) \) for \( v, w \in \mathfrak{sl}(2, \mathbb{C}) \), we see that
\[
\langle h, h \rangle = 2, \quad \langle h, e^+ \rangle = 0, \quad \langle h, e^- \rangle = 0, \quad \langle e^+, e^- \rangle = 1.
\]
Thus the corresponding dual basis \( \{h^*, (e^+)^*, (e^-)^*\} \) is given by
\[
h^* = h/2, \quad (e^+)^* = e^-; \quad (e^-)^* = e^+,
\]
and the associated Casimir operator \( C \) belonging to the universal enveloping algebra \( U(\mathfrak{sl}(2, \mathbb{C})) \) of \( \mathfrak{sl}(2, \mathbb{C}) \) can be written as
\[
C = hh^* + e^+(e^+)^* + e^-(e^-)^* = \frac{1}{2} h^2 + e^+e^- + e^-e^+.
\] (26)
The action of \( \mathfrak{sl}(2, \mathbb{C}) \) given by (19) induces the action of \( C \) on \( F[[X]]_\delta \).

**Proposition 4.1.** If \( F(z, X) = \sum_{k=0}^{\infty} f_k(z)X^{k+\delta} \in F[[X]]_\delta \) with \( \delta > 0 \), then we have
\[
C \cdot F(z, X) = 2 \sum_{k=0}^{\infty} \left( (k + \delta + \xi)(k + \delta + \xi - 1)f_k(z) - (\partial f_{k-1})(z) \right)X^{k+\delta}
\] (27)
with \( f_{-1} = 0 \).
Proof. Using (20), (21), and (22), we have

\[ h^2 \cdot F(z, X) = 4 \sum_{k=0}^{\infty} \left( z \partial (z \partial f_k)(z) + (k + \delta + \xi) f_k(z) \right) X^{k+\delta} \]

\[ + (k + \delta + \xi)(z \partial f_k)(z) + (k + \delta + \xi) f_k(z) \right) X^{k+\delta} \]

\[ = 4 \sum_{k=0}^{\infty} \left( z((\partial f_k)(z) + z(\partial^2 f_k)(z) + (k + \delta + \xi)(\partial f_k)(z)) \right) X^{k+\delta}, \]

\[ + (k + \delta + \xi)z(\partial f_k)(z) + (k + \delta + \xi)^2 f_k(z) \right) X^{k+\delta}, \]

\[ (e^+ e^-) \cdot F(z, X) = - \sum_{k=0}^{\infty} \partial \left( z^2(\partial f_k)(z) + 2(k + \delta + \xi)z f_k(z) + f_{k-1}(z) \right) X^{k+\delta} \]

\[ = - \sum_{k=0}^{\infty} \left( 2z(\partial f_k)(z) + z^2(\partial^2 f_k)(z) + 2(k + \delta + \xi) f_k(z) \right) \]

\[ + 2(k + \delta + \xi)z(\partial f_k)(z) + (\partial f_{k-1})(z) \right) X^{k+\delta}, \]

\[ (e^- e^+) \cdot F(z, X) = - \sum_{k=0}^{\infty} \left( z^2(\partial^2 f_k)(z) + 2(k + \delta + \xi)z(\partial f_k)(z) + (\partial f_{k-1})(z) \right) X^{k+\delta} \]

with \( f_{-1} = 0 \). Thus we see that

\[ C \cdot F(z, X) = \sum_{k=0}^{\infty} \left( 2(k + \delta + \xi)^2 f_k(z) + 2(k + \delta + \xi) f_k(z) - 2(\partial f_{k-1})(z) \right) X^{k+\delta}, \]

which coincides with (27).

We now define the linear map \( \Xi : \mathcal{F}[[X]]_\delta \to \mathcal{F} \) by

\[ \Xi(F(z, X)) = (\Xi F)(z) = f_0(z) \]

for \( F(z, X) = \sum_{k=0}^{\infty} f_k(z) X^{k+\delta} \in \mathcal{F}[[X]]_\delta \). Then we see that the sequence

\[ 0 \to \mathcal{F}[[X]]_{\delta+1} \xrightarrow{\iota} \mathcal{F}[[X]]_\delta \xrightarrow{\Xi} \mathcal{F} \to 0 \]  

(28)

is exact, where \( \iota \) is the inclusion map. If \( f : \mathcal{H} \to \mathbb{C} \) is a function on \( \mathcal{H} \) and \( \alpha \) is an integer, we set

\[ (f \mid_\alpha \gamma)(z) = \mathcal{J}(\gamma, z)^{-\alpha} f(\gamma z) \]  

(29)

for all \( z \in \mathcal{H} \) and \( \gamma \in \mathfrak{sl}(2, \mathbb{C}) \), where \( \mathcal{J}(\gamma, z) \) is as in (1). Then \( \mid_\alpha \gamma \) determines a right action of \( \mathfrak{sl}(2, \mathbb{C}) \) on \( \mathcal{F} \), and from (3) and (29) we see easily that

\[ \Xi(F \mid_\lambda \gamma) = (\Xi F) \mid_{2\delta+\lambda} \gamma \]
for \( F(z, X) \in \mathcal{F}[X] \); hence \( \Xi \) is \( \text{SL}(2, \mathbb{C}) \)-equivariant. We now assume that there is an \( \text{SL}(2, \mathbb{C}) \)-equivariant splitting \( \eta : \mathcal{F} \to \mathcal{F}[X] \) of \( \Xi \), meaning that \( \eta \) a linear map satisfying

\[
\Xi(\eta f) = f, \quad \eta(f |_{2\delta + \lambda} \gamma) = (\eta f) |_{\lambda} \gamma
\]

for all \( f \in \mathcal{F} \) and \( \gamma \in \text{SL}(2, \mathbb{C}) \).

**Proposition 4.2.** If \( \eta : \mathcal{F} \to \mathcal{F}[X] \) satisfies (30), then

\[
(\eta f)(z, X) = \sum_{k=0}^{\infty} \frac{f^{(k)}(z)}{(k + \delta + \xi)!}(k + \delta + \xi - 1)! X^{k+\delta}
\]

for all \( f \in \mathcal{F} \).

**Proof.** Given \( f \in \mathcal{F} \), since \( \eta \) satisfies (30), we have

\[
\eta(v \cdot f) = v \cdot (\eta f)
\]

for all \( v \in \mathfrak{sl}(2, \mathbb{C}) \) with respect to the action in (19). In particular, we obtain

\[
\eta(C \cdot f) = C \cdot (\eta f),
\]

where \( C \) is the Casimir operator in (26). Thus we see that

\[
C \cdot f = (\Xi \circ \eta)(C \cdot f) = \Xi(C \cdot (\eta f)).
\]

If \( \eta f \) is given by

\[
(\eta f)(z, X) = \sum_{k=0}^{\infty} f_k(z)X^{k+\delta}
\]

with \( f_0 = f \), then from (27) we obtain

\[
(C \cdot (\eta f))(z, X) = 2(\delta + \xi)(\delta + \xi - 1)f(z)X^\delta
\]

\[
\quad + 2 \sum_{k=1}^{\infty} \left( (k + \delta + \xi)(k + \delta + \xi - 1)f_k(z) - (\partial f_{k-1})(z) \right) X^{k+\delta}.
\]

Hence we have

\[
C \cdot f = 2(\delta + \xi)(\delta + \xi - 1)f.
\]

From this, (32) and (33) we see that

\[
0 = (\eta(C \cdot f))(z, X) - 2(\delta + \xi)(\delta + \xi - 1)(\eta f)(z)X^\delta
\]

\[
= 2 \sum_{k=1}^{\infty} \left( (k + \delta + \xi)(k + \delta + \xi - 1)f_k(z) - (\partial f_{k-1})(z) \right) X^{k+\delta},
\]

\[477\]
which implies that

\[ f_k = \frac{\partial f_{k-1}}{(k + \delta + \xi)(k + \delta + \xi - 1)} = \frac{f^{(k)}}{(k + \delta + \xi)(k + \delta + \xi - 1)!} \]

for all \( k \geq 1 \). Hence the proposition follows by recursion.

\[ \square \]

**Remark 4.3.** Results similar to those of Proposition 4.1 and Proposition 4.2 were discussed by Cohen, Manin, and Zagier in [4, section 2] in terms of pseudodifferential operators.

### 5. Lie algebras of Jacobi-like forms

In this section we apply some of the results obtained in the previous sections to the case where the coefficients of the pseudodifferential operators and formal power series are holomorphic functions on the Poincaré upper half plane. We are interested in pseudodifferential operators and formal power series that are invariant under actions of discrete subgroups of \( SL(2, \mathbb{R}) \), which leads us to the notion of automorphic pseudodifferential operators and Jacobi-like forms.

Let \( \mathcal{H} \) be the Poincaré upper half plane on which \( SL(2, \mathbb{R}) \) acts as usual by Möbius transformations, and let \( R \) be the complex algebra of holomorphic function on \( \mathcal{H} \). We denote by \( R[[X]] \) the space of formal power series with coefficients in \( R \) and by \( \Psi \mathcal{D}(R) \) the space of pseudodifferential operators over \( R \). Then the formulas (3) and (4) for \( z \in \mathcal{H} \) and \( \gamma \in SL(2, \mathbb{R}) \) determine right actions of \( SL(2, \mathbb{R}) \) on \( R[[X]] \) and \( \Psi \mathcal{D}(R) \), respectively.

**Definition 5.1.** Let \( \Gamma \) be a discrete subgroup of \( SL(2, \mathbb{R}) \), and let \( \lambda \) be an integer.

(i) A holomorphic function \( f \in R \) is a **modular form for \( \Gamma \) of weight \( \lambda \)** if it satisfies

\[ (f|_{\lambda} \gamma)(z) = f(z) \]

for all \( z \in \mathcal{H} \) and \( \gamma \in \Gamma \), where \( f|_{\lambda} \gamma \) is as in (29). We denote by \( \mathcal{M}_\lambda(\Gamma) \) the space of all modular forms for \( \Gamma \) of weight \( \lambda \).

(ii) Given an integer \( \lambda \), a formal power series \( \Phi(z, X) \in R[[X]] \) is a **Jacobi-like form for \( \Gamma \) of weight \( \lambda \)** if it satisfies

\[ (\Phi|_\lambda^J \gamma)(z, X) = \Phi(z, X) \]

for all \( z \in \mathcal{H} \) and \( \gamma \in \Gamma \), where \( \Phi|_\lambda^J \gamma \) is as in (3). The space of all Jacobi-like forms for \( \Gamma \) of weight \( \lambda \) is denoted by \( \mathcal{J}_\lambda(\Gamma) \).

(iii) A pseudodifferential operator \( \Psi(z)\Psi \mathcal{D}(R) \) is an **automorphic pseudodifferential operator for \( \Gamma \)** if it satisfies

\[ (\Psi \circ \gamma)(z) = \Psi(z) \]
for all $z \in \mathcal{H}$ and $\gamma \in \Gamma$, where $\Psi \circ \gamma$ is as in (4). We use $\Psi D(R)\Gamma$ to denote the subspace of $\Psi D(R)$ consisting of all automorphic pseudodifferential operators for $\Gamma$.

If $\alpha, \beta \in \mathbb{Z}$ with $\alpha \geq 0$, we set

$$R[[X]]_\alpha = X^\alpha R[[X]],$$

and denote by $\Psi D(R)_\beta$ the subspace of $\Psi D(R)$ consisting of elements of the form

$$\Psi(z) = \sum_{k=0}^{\infty} \psi_k(z) \partial^{\beta-k}$$

with $\psi_k \in R$ for each $k \geq 0$. Then we see that the formulas (6) and (7) determine $\mathbb{C}$-linear isomorphisms

$$L^\partial_\delta : R[[X]]_\delta \to \Psi D(R)_{-\delta-\xi}, \quad L^X_\xi : \Psi D(R)_{-\varepsilon} \to R[[X]]_{\varepsilon+\xi}$$

for integers $\delta, \varepsilon > 0$ and $\xi \geq 0$. Similarly, as in Theorem 2.1, the formula (13) determines the bilinear map

$$[\ , ]^X : R[[X]]_\delta \times R[[X]]_{\varepsilon} \to R[[X]]_{\delta+\varepsilon}$$

satisfying

$$L^\partial_\xi (F(z,X)) \circ \gamma = [L^\partial_\xi (F(z,X)), L^\partial_\xi (G(z,X))]^\partial$$

for $F(z,X) \in R[[X]]_\delta$ and $G(z,X) \in R[[X]]_{\varepsilon}$. Thus we see easily that $[\ , ]^X$ is a Lie bracket on $R[[X]]$; hence $R[[X]]$ is a complex Lie algebra.

Given a discrete subgroup $\Gamma$ of SL(2, $\mathbb{C}$), we set

$$J_\alpha(\Gamma) = J_\lambda(\Gamma) \cap R[[X]]_\alpha, \quad \Psi D(R)\Gamma = \Psi D(R)^\Gamma \cap \Psi D(R)_\beta$$

for $\alpha, \beta \in \mathbb{Z}$ with $\alpha \geq 0$.

**Proposition 5.2.** The space $J(\Gamma)$ of Jacobi-like forms for $\Gamma$ is a complex Lie algebra with respect to the bracket operation in (34) whose formula is given by (13).

**Proof.** As in Proposition 1.1, it can be shown that the two relations in (9) hold for $F(z,X) \in J_{2\xi}(\Gamma)_4$, $\Psi(z) \in \Psi DO^-_{\delta-\varepsilon}$ and $\gamma \in SL(2, \mathbb{R})$. In particular, we have

$$(L^\partial_\xi F) \circ \gamma = [L^\partial_\xi (F), L^\partial_\xi (\Psi)]^\partial = L^\partial_\xi F,$$

which shows that $L^\partial_\xi F \in \Psi DO^-_{\delta-\varepsilon}$. Similarly, the second relation in (9) shows that

$$(L^X_\xi \Psi) \circ \gamma = [L^X_\xi (\Psi), L^X_\xi (\Psi)] = L^X_\xi \Psi,$$
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and therefore \( L^X_\xi \Psi \in J_{2\xi}(\Gamma)_{\epsilon-\xi} \). Thus we obtain the isomorphisms
\[
L^\partial_\xi : J_{2\xi}(\Gamma)_\delta \to \Psi \mathcal{D}(\Gamma)_{\delta-\epsilon}, \quad L^X_\xi : \Psi \mathcal{D}(\Gamma)_{\epsilon-\xi} \to J_{2\xi}(\Gamma)_{\epsilon-\xi}
\]
for each pair of nonnegative integers \( \delta \) and \( \epsilon \). We now consider elements \( F(z,X), G(z,X) \in J_{2\xi}(\Gamma)_\delta \), so that
\[
L^\partial_\xi(F(z,X)), L^\partial_\xi(G(z,X)) \in \Psi \mathcal{D}(\Gamma)_{\epsilon-\delta}.
\]
However, from (35) we see that
\[
[F(z,X), G(z,X)]^X = (L^\partial_\xi)^{-1}[L^\partial_\xi(F(z,X)), L^\partial_\xi(G(z,X))]^\partial.
\]
Thus it follows that
\[
[F(z,X), G(z,X)]^X \in J_{2\xi}(\Gamma)_{\epsilon-\delta},
\]
which proves the proposition. \( \square \)

Given \( \delta \geq 0 \), as in (28) and (30), there is a short exact sequence
\[
0 \to R[[X]]_{\delta+1} \to R[[X]]_{\delta} \xrightarrow{\Xi} R \to 0, \tag{36}
\]
where the linear map \( \Xi : R[[X]]_{\delta} \to R \) satisfies
\[
\Xi(F |_{\delta}^\gamma) = (\Xi F) |_{\delta+\lambda}^\gamma
\]
for all \( \gamma \in \text{SL}(2,\mathbb{R}) \). By taking the \( \Gamma \)-invariant elements of the terms of the sequence (36) we obtain the short exact sequence
\[
0 \to J_{\lambda}(\Gamma)_{\delta+1} \to J_{\lambda}(\Gamma)_{\delta} \xrightarrow{\Xi} M_{2\delta+\lambda} \to 0.
\]
If \( \eta : R \to R[[X]]_{\delta} \) is the linear map given by (31), then it satisfies
\[
\Xi(\eta f) = f, \quad \eta(f |_{\delta+\lambda}^\gamma) = (\eta f) |_{\delta}^\gamma
\]
for all \( f \in R \) and \( \gamma \in \text{SL}(2,\mathbb{R}) \). Hence, if \( f \in M_{2\delta+\lambda} \), we see that \( \eta f \) is a Jacobi-like form belonging to \( J_{\lambda}(\Gamma)_{\delta} \), so that the resulting map \( \eta : M_{2\delta+\lambda} \to J_{\lambda}(\Gamma)_{\delta} \) is a splitting for the short exact sequence (36). Thus \( \eta \) may be regraded as a lifting map from modular forms to Jacobi-like forms considered in [4]. On the other hand, considering the relations (9) over \( R \), we obtain
\[
(L^\partial_\xi F) \circ \gamma = L^\partial_\xi(F |_{\delta}^\gamma), \quad (L^X_\xi \Psi) |_{\delta}^\gamma = L^X_\xi(\Psi \circ \gamma)
\]
for \( F(z,X) \in R[[X]]_{\delta}, \Psi(z) \in \Psi \mathcal{D}(R)_{-\epsilon} \) and \( \gamma \in \text{SL}(2,\mathbb{R}) \). Thus we see that there is an isomorphism between \( J_{2\xi}(\Gamma)_\delta \) and \( \Psi \mathcal{D}(R)_{-\epsilon} \); hence the lifting \( \eta \) induces a lifting \( \eta^\partial \) from modular forms to automorphic pseudodifferential operators.

Using the liftings of two modular forms via \( \eta^\partial \) and the fact that the product of two \( \Gamma \)-automorphic pseudodifferential operators are \( \Gamma \)-automorphic, we obtain noncommutative products of modular forms known as Rankin-Cohen brackets (see [4,15]). The Rankin-Cohen brackets can also be interpreted in terms of classical transvectants (see, e.g., [11,12]).
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