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ABSTRACT

In this paper, we consider order statistics and outlier models, and focus primarily on multiple-outlier models and associated robustness issues. We first synthesise recent developments on order statistics arising from independent and non-identically distributed random variables based primarily on the theory of permanents. We then highlight various applications of these results in evaluating the robustness properties of several linear estimators when multiple outliers are possibly present in the sample.
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Introduction

Order statistics and their properties have been studied rather extensively since the early part of the last century. Yet, most of these studies focused only on the case when order statistics are from independent and identically distributed (IID) random variables. Motivated by robustness issues, studies of order statistics from outlier models began in early 70s. Though much of the early work in this direction concentrated only on the case when there is one outlier in the sample (single-outlier model), there has been a lot of work during the past fifteen years or so on multiple-outlier
models and more generally on order statistics from independent and non-identically
distributed (INID) random variables. These results have also enabled useful and in-
teresting discussions on the robustness of different estimators of parameters of a wide
range of distributions.

These generalizations, of course, required the use of special methods and tech-
niques. Since the book by Barnett and Lewis [43] has authoritatively covered the
developments on the single-outlier model, we focus our attention here primarily on
the multiple-outlier model which is quite often handled as a special case in the INID
framework. We present many results on order statistics from multiple-outlier models
and illustrate their use in robustness studies. We also point out some unresolved is-
sues as open problems at a number of places which hopefully would perk the interest
of some readers!

1. Order statistics from IID variables

Let $X_1, \ldots, X_n$ be IID random variables from a population with cumulative distribu-
tion function $F(x)$ and probability density function $f(x)$. Let $X_{1:n} < X_{2:n} < \cdots < X_{n:n}$ be the order statistics obtained by arranging the $n$ $X_i$’s in increasing order of
magnitude. Then, the distribution function of $X_{r:n}$ $(1 \leq r \leq n)$ is

$$F_{r:n}(x) = \Pr(\text{at least } r \text{ of the } n \text{ } X \text{'s are at most } x)$$

$$= \sum_{i=r}^{n} \Pr(\text{exactly } i \text{ of the } n \text{ } X \text{'s are at most } x)$$

$$= \sum_{i=r}^{n} \binom{n}{i} (F(x))^i (1-F(x))^{n-i}, \quad x \in \mathbb{R}. \quad (1)$$

Using the identity, obtained by repeated integration by parts,

$$\sum_{i=r}^{n} \binom{n}{i} (F(x))^i (1-F(x))^{n-i} = \int_{0}^{F(x)} \frac{n!}{(r-1)!(n-r)!} t^{r-1}(1-t)^{n-r} \, dt,$$

we readily obtain from (1) the density function of $X_{r:n}$ $(1 \leq r \leq n)$ as

$$f_{r:n}(x) = \frac{n!}{(r-1)!(n-r)!} (F(x))^{r-1}(1-F(x))^{n-r} f(x), \quad x \in \mathbb{R}. \quad (2)$$

The density function of $X_{r:n}$ $(1 \leq r \leq n)$ in (2) can also be derived using multi-
nomial argument as follows. Consider the event $(x < X_{r:n} \leq x + \Delta x)$. Then,

$$\Pr(x < X_{r:n} \leq x + \Delta x) = \frac{n!}{(r-1)!(n-r)!} (F(x))^{r-1}(F(x + \Delta x) - F(x))(1-F(x + \Delta x))^{n-r} + O((\Delta x)^2),$$
where \( O((\Delta x)^2) \) denotes terms of higher order (corresponding to more than one of the \( X_i \)'s falling in the interval \((x, x + \Delta x]\)), and so

\[
f_{r,n}(x) = \lim_{\Delta x \to 0} \frac{\Pr(x < X_{r:n} \leq x + \Delta x)}{\Delta x}
= \frac{n!}{(r-1)!(n-r)!} \{F(x)\}^{r-1} \{1 - F(x)\}^{n-r} f(x).
\]

Proceeding similarly, we obtain the joint density of \( X_{r:n} \) and \( X_{s:n} \) (\( 1 \leq r < s \leq n \)) as

\[
f_{r,s,n}(x, y) = \frac{n!}{(r-1)!(s-r-1)!(n-s)!} \{F(x)\}^{r-1} \{F(y) - F(x)\}^{s-r-1}
\times \{1 - F(y)\}^{n-s} f(x)f(y), \quad -\infty < x < y < \infty.
\]

The single and product moments of order statistics can be obtained from (2) and (3) by integration. This computation has been carried out for numerous distributions and for a list of available tables, one may refer to the books in [57, 66].

The area of order statistics has had a long and rich history. While the book in [6] provides an introduction to this area, the books in [53, 57] provide comprehensive reviews on various developments on order statistics. The books in [25, 66] describe various inferential methods based on order statistics. The two volumes in [35, 36] highlight many methodological and applied aspects of order statistics. Order statistics have especially found key applications in parametric inference, nonparametric inference and robust inference.

In this paper, we synthesise some recent advances on order statistics from INID random variables and pay special emphasis to results on order statistics from single-outlier and multiple-outlier models, and then illustrate their applications in the robust estimation of parameters of different distributions. It is important to mention here, however, that some developments on topics such as inequalities, stochastic orderings, and characterizations that are not directly relevant to the present discussion on outliers and robustness have not been stressed in this article.

2. Order statistics from a single-outlier model and robust estimation for normal distribution

2.1. Introduction

The distributions of order statistics presented in the last section, though simple in form, become quite complicated once the assumption of identical distribution of the random variables is lost. A well-known case in this scenario is the single-outlier model wherein \( X_1, \ldots, X_n \) are independent random variables with \( X_1, \ldots, X_{n-1} \) being from a population with cumulative distribution function \( F(x) \) and probability density function \( f(x) \) and \( X_n \) being an outlier from a different population with cumulative
distribution function \( G(x) \) and probability density function \( g(x) \). As before, let \( X_{1:n} \leq \cdots \leq X_{n:n} \) denote the order statistics obtained from this single-outlier model.

### 2.2. Distributions of order statistics

By using multinomial arguments and accounting for the fact that the outlier \( X_n \) may fall in any of the three intervals \((-\infty, x] \), \((x, x+\Delta x] \) and \((x+\Delta x, \infty) \), the density function of \( X_{r:n} \) (\( 1 \leq r \leq n \)) can be obtained as (see \([5,43,58]\))

\[ f_{r,n}(x) = \frac{(n-1)!}{(r-2)!(n-r)!} \{ F(x) \}^{r-2} G(x) f(x) [F(y) - F(x)]^{n-r} \]

\[ + \frac{(n-1)!}{(r-1)!(n-r)!} \{ F(x) \}^{r-1} g(x) [1 - F(x)]^{n-r} \]

\[ + \frac{(n-1)!}{(r-1)!(n-r-1)!} \{ F(x) \}^{r-1} f(x) [1 - F(x)]^{n-r-1} [1 - G(x)], \]

\( x \in \mathbb{R}, \quad (4) \)

where the first and last terms vanish when \( r = 1 \) and \( r = n \), respectively. Proceeding similarly, the joint density function of \( X_{r:n} \) and \( X_{s:n} \) (\( 1 \leq r < s \leq n \)) can be expressed as

\[ f_{r,s,n}(x, y) = \frac{(n-1)!}{(r-2)!(s-r-1)!(n-s)!} \{ F(x) \}^{r-2} G(x) f(x) \{ F(y) - F(x) \}^{s-r-1} \]

\[ \times f(y) [1 - F(y)]^{n-s} \]

\[ + \frac{(n-1)!}{(r-1)!(s-r-1)!(n-s)!} \{ F(x) \}^{r-1} g(x) \{ F(y) - F(x) \}^{s-r-1} \]

\[ \times f(y) [1 - F(y)]^{n-s} \]

\[ + \frac{(n-1)!}{(r-1)!(s-r-2)!(n-s)!} \{ F(x) \}^{r-1} f(x) \{ F(y) - F(x) \}^{s-r-2} \]

\[ \times \{ G(y) - G(x) \} f(y) [1 - F(y)]^{n-s} \]

\[ + \frac{(n-1)!}{(r-1)!(s-r-1)!(n-s)!} \{ F(x) \}^{r-1} f(x) \{ F(y) - F(x) \}^{s-r-1} \]

\[ \times g(y) [1 - F(y)]^{n-s} \]

\[ + \frac{(n-1)!}{(r-1)!(s-r-1)!(n-s-1)!} \{ F(x) \}^{r-1} f(x) \{ F(y) - F(x) \}^{s-r-1} \]

\[ \times f(y) [1 - F(y)]^{n-s-1} [1 - G(y)], \quad -\infty < x < y < \infty, \quad (5) \]

where the first, middle and last terms vanish when \( r = 1 \), \( s = r + 1 \), and \( s = n \), respectively.
2.3. Moments of order statistics

The single and product moments of order statistics in this case need to be obtained by integration from (4) and (5), respectively. Except in a few cases like the exponential distribution, the required integrations need to be done by numerical methods, and as is evident from the expressions in (4) and (5) this may be computationally very demanding. For example, in the case of the normal distribution, the required computations were carried out in [56] for the two cases:

(i) Location-outlier model:

\[ X_1, \ldots, X_{n-1} \sim d N(0, 1) \quad \text{and} \quad X_n \sim d N(\lambda, 1), \]

(ii) Scale-outlier model:

\[ X_1, \ldots, X_{n-1} \sim d N(0, 1) \quad \text{and} \quad X_n \sim d N(0, \tau^2). \]

The values of means, variances and covariances of order statistics for sample sizes up to 20 for different choices of \( \lambda \) and \( \tau \) were all tabulated in [56].

2.4. Robust estimation for normal distribution

By using the tables in [56], detailed robustness examination has been carried out in [5,58] on various linear estimators of the normal mean, which included

(i) Sample mean:

\[ \hat{X}_n = \frac{1}{n} \sum_{i=1}^{n} X_{i:n}; \]

(ii) Trimmed means:

\[ T_n(r) = \frac{1}{n - 2r} \sum_{i=r+1}^{n-r} X_{i:n}; \]

(iii) Winsorized means:

\[ W_n(r) = \frac{1}{n} \left[ \sum_{i=r+2}^{n-r-1} X_{i:n} + (r+1)[X_{r+1:n} + X_{n-r:n}] \right]; \]

(iv) Modified maximum likelihood estimators:

\[ M_n(r) = \frac{1}{m} \left[ \sum_{i=r+2}^{n-r-1} X_{i:n} + (1 + r\beta)[X_{r+1:n} + X_{n-r:n}] \right], \]

where \( m = n - 2r + 2r\beta; \)
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<table>
<thead>
<tr>
<th>Estimator</th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{X}_{10}$</td>
<td>0.00</td>
<td>0.05000</td>
<td>0.10000</td>
<td>0.15000</td>
<td>0.20000</td>
<td>0.30000</td>
<td>0.40000</td>
<td>∞</td>
</tr>
<tr>
<td>$T_{10}(1)$</td>
<td>0.00</td>
<td>0.04912</td>
<td>0.09325</td>
<td>0.12870</td>
<td>0.15400</td>
<td>0.17871</td>
<td>0.18470</td>
<td>0.18563</td>
</tr>
<tr>
<td>$T_{10}(2)$</td>
<td>0.00</td>
<td>0.04869</td>
<td>0.09023</td>
<td>0.12041</td>
<td>0.13904</td>
<td>0.15311</td>
<td>0.15521</td>
<td>0.15538</td>
</tr>
<tr>
<td>Med$_{10}$</td>
<td>0.00</td>
<td>0.04832</td>
<td>0.08768</td>
<td>0.11381</td>
<td>0.12870</td>
<td>0.14497</td>
<td>0.16504</td>
<td>0.16530</td>
</tr>
<tr>
<td>$W_{10}(1)$</td>
<td>0.00</td>
<td>0.04889</td>
<td>0.09156</td>
<td>0.12056</td>
<td>0.13954</td>
<td>0.15459</td>
<td>0.16504</td>
<td>0.16530</td>
</tr>
<tr>
<td>$W_{10}(2)$</td>
<td>0.00</td>
<td>0.04889</td>
<td>0.09156</td>
<td>0.12056</td>
<td>0.13954</td>
<td>0.15459</td>
<td>0.16504</td>
<td>0.16530</td>
</tr>
<tr>
<td>$M_{10}(1)$</td>
<td>0.00</td>
<td>0.04832</td>
<td>0.08768</td>
<td>0.11381</td>
<td>0.12870</td>
<td>0.14497</td>
<td>0.16504</td>
<td>0.16530</td>
</tr>
<tr>
<td>$M_{10}(2)$</td>
<td>0.00</td>
<td>0.04889</td>
<td>0.09156</td>
<td>0.12056</td>
<td>0.13954</td>
<td>0.15459</td>
<td>0.16504</td>
<td>0.16530</td>
</tr>
<tr>
<td>$L_{10}(1)$</td>
<td>0.00</td>
<td>0.04869</td>
<td>0.09023</td>
<td>0.12041</td>
<td>0.13904</td>
<td>0.15311</td>
<td>0.15521</td>
<td>0.15538</td>
</tr>
<tr>
<td>$L_{10}(2)$</td>
<td>0.00</td>
<td>0.04850</td>
<td>0.08892</td>
<td>0.11700</td>
<td>0.13328</td>
<td>0.14436</td>
<td>0.14576</td>
<td>0.14585</td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>0.00</td>
<td>0.04847</td>
<td>0.08873</td>
<td>0.11649</td>
<td>0.13237</td>
<td>0.14285</td>
<td>0.14407</td>
<td>0.14414</td>
</tr>
</tbody>
</table>

Table 1 – Bias of various estimators of $\mu$ for $n = 10$ when a single outlier is from $N(\mu + \lambda, 1)$ and the others from $N(\mu, 1)$

(v) Linearly weighted means:

$$L_n(r) = \frac{1}{2(\frac{n}{2} - r)^2} \sum_{i=1}^{\frac{n}{2} - r} (2i - 1)[X_{r+i:n} + X_{n-r-i+1:n}]$$

for even values of $n$;

(vi) Gastwirth mean:

$$G_n = 0.3(X_{\lceil \frac{n}{2} \rceil + 1:n} + X_{n-\lceil \frac{n}{2} \rceil:n}) + 0.2(X_{\frac{n}{2}:n} + X_{\frac{3n}{2} + 1:n})$$

for even values of $n$, where $\lceil \frac{n}{3} \rceil$ denotes the integer part of $\frac{n}{3}$.

By making use of the tables of means, variances, and covariances of order statistics from a single location-outlier normal model presented in [56], bias and mean square error of all these estimators were computed and are presented in tables 1 and 2, respectively for $n = 10$. From these tables, we observe that though median gives the best protection against the presence of outlier in terms of bias, it comes at the cost of a higher mean square error than some other robust estimators. The trimmed mean, linearly weighted mean and the modified maximum likelihood estimator turn out to be quite robust and efficient in general.

In table 3, similar results are presented for a single scale-outlier normal model. In this case, since all the estimators considered are unbiased, comparisons are made only in terms of variance, and similar conclusions are reached.

Remark 2.1. It is clear from (4) and (5) that analysis of multiple-outlier models in this direct approach would become extremely difficult if not impossible! For example, if we allow two outliers in the sample, the marginal density of $X_{r:n}$ will have 5 terms while
Table 2 – Mean square error of various estimators of $\mu$ for $n = 10$ when a single outlier is from $N(\mu + \lambda, 1)$ and the others from $N(\mu, 1)$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$\lambda$</th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>$\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{X}_{10}$</td>
<td>0.10000</td>
<td>0.10250</td>
<td>0.11000</td>
<td>0.12250</td>
<td>0.14000</td>
<td>0.19000</td>
<td>0.26000</td>
<td>$\infty$</td>
<td></td>
</tr>
<tr>
<td>$T_{10}(1)$</td>
<td>0.10534</td>
<td>0.10791</td>
<td>0.11471</td>
<td>0.12387</td>
<td>0.13285</td>
<td>0.14475</td>
<td>0.14865</td>
<td>0.14942</td>
<td></td>
</tr>
<tr>
<td>$T_{10}(2)$</td>
<td>0.11331</td>
<td>0.11603</td>
<td>0.12297</td>
<td>0.13132</td>
<td>0.13848</td>
<td>0.14580</td>
<td>0.14730</td>
<td>0.14745</td>
<td></td>
</tr>
<tr>
<td>$\text{Med}_{10}$</td>
<td>0.13833</td>
<td>0.14161</td>
<td>0.14964</td>
<td>0.15852</td>
<td>0.16524</td>
<td>0.17072</td>
<td>0.17146</td>
<td>0.17150</td>
<td></td>
</tr>
<tr>
<td>$W_{10}(1)$</td>
<td>0.10437</td>
<td>0.10693</td>
<td>0.11403</td>
<td>0.12405</td>
<td>0.13469</td>
<td>0.15039</td>
<td>0.15627</td>
<td>0.15755</td>
<td></td>
</tr>
<tr>
<td>$W_{10}(2)$</td>
<td>0.11133</td>
<td>0.11402</td>
<td>0.12106</td>
<td>0.12995</td>
<td>0.13895</td>
<td>0.14713</td>
<td>0.14926</td>
<td>0.14950</td>
<td></td>
</tr>
<tr>
<td>$M_{10}(1)$</td>
<td>0.10432</td>
<td>0.10688</td>
<td>0.11396</td>
<td>0.12385</td>
<td>0.13430</td>
<td>0.14950</td>
<td>0.15513</td>
<td>0.15581</td>
<td></td>
</tr>
<tr>
<td>$M_{10}(2)$</td>
<td>0.11125</td>
<td>0.11395</td>
<td>0.12097</td>
<td>0.12974</td>
<td>0.13770</td>
<td>0.14649</td>
<td>0.14853</td>
<td>0.14876</td>
<td></td>
</tr>
<tr>
<td>$L_{10}(1)$</td>
<td>0.11371</td>
<td>0.11644</td>
<td>0.12337</td>
<td>0.13169</td>
<td>0.13882</td>
<td>0.14626</td>
<td>0.14797</td>
<td>0.14820</td>
<td></td>
</tr>
<tr>
<td>$L_{10}(2)$</td>
<td>0.12097</td>
<td>0.12386</td>
<td>0.13105</td>
<td>0.13933</td>
<td>0.14598</td>
<td>0.15206</td>
<td>0.15310</td>
<td>0.15318</td>
<td></td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>0.12256</td>
<td>0.12549</td>
<td>0.13276</td>
<td>0.14111</td>
<td>0.14777</td>
<td>0.15376</td>
<td>0.15472</td>
<td>0.15479</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 – Variance of various estimators of $\mu$ for $n = 10$ when a single outlier is from $N(\mu, \tau^2)$ and the others from $N(\mu, 1)$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$\tau$</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>$\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{X}_{10}$</td>
<td>0.09250</td>
<td>0.10000</td>
<td>0.13000</td>
<td>0.18000</td>
<td>0.25000</td>
<td>$\infty$</td>
<td></td>
</tr>
<tr>
<td>$T_{10}(1)$</td>
<td>0.09491</td>
<td>0.10534</td>
<td>0.12133</td>
<td>0.12955</td>
<td>0.13417</td>
<td>0.14942</td>
<td></td>
</tr>
<tr>
<td>$T_{10}(2)$</td>
<td>0.09953</td>
<td>0.11331</td>
<td>0.12773</td>
<td>0.13389</td>
<td>0.13717</td>
<td>0.14745</td>
<td></td>
</tr>
<tr>
<td>$\text{Med}_{10}$</td>
<td>0.11728</td>
<td>0.13833</td>
<td>0.15375</td>
<td>0.15953</td>
<td>0.16249</td>
<td>0.17150</td>
<td></td>
</tr>
<tr>
<td>$W_{10}(1)$</td>
<td>0.09571</td>
<td>0.10437</td>
<td>0.12215</td>
<td>0.13221</td>
<td>0.13801</td>
<td>0.15754</td>
<td></td>
</tr>
<tr>
<td>$W_{10}(2)$</td>
<td>0.09972</td>
<td>0.11133</td>
<td>0.12664</td>
<td>0.13365</td>
<td>0.13745</td>
<td>0.14950</td>
<td></td>
</tr>
<tr>
<td>$M_{10}(1)$</td>
<td>0.09548</td>
<td>0.10432</td>
<td>0.12187</td>
<td>0.13171</td>
<td>0.13735</td>
<td>0.15581</td>
<td></td>
</tr>
<tr>
<td>$M_{10}(2)$</td>
<td>0.09940</td>
<td>0.11125</td>
<td>0.12638</td>
<td>0.13232</td>
<td>0.13699</td>
<td>0.14876</td>
<td></td>
</tr>
<tr>
<td>$L_{10}(1)$</td>
<td>0.09934</td>
<td>0.11371</td>
<td>0.12815</td>
<td>0.13436</td>
<td>0.13769</td>
<td>0.14820</td>
<td></td>
</tr>
<tr>
<td>$L_{10}(2)$</td>
<td>0.10432</td>
<td>0.12097</td>
<td>0.13531</td>
<td>0.14101</td>
<td>0.14398</td>
<td>0.15318</td>
<td></td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>0.10573</td>
<td>0.12256</td>
<td>0.13703</td>
<td>0.14270</td>
<td>0.14565</td>
<td>0.15479</td>
<td></td>
</tr>
</tbody>
</table>
the joint density of \((X_{r:n}, X_{s:n})\) will have 13 terms. For this reason, majority of such work in the outlier literature have dealt with only the single-outlier model case; see [43]. Therefore, special tools and techniques are needed to deal with multiple-outlier models as will be demonstrated in subsequent sections.

3. Permanents

3.1. Introduction

The permanent function was introduced by Binet and Cauchy (independently) as early as in 1812, more or less simultaneously with the determinant function. The famous conjecture posed by van der Waerden [91] concerning the minimum permanent over the set of doubly stochastic matrices was primarily responsible for attracting the attention of numerous mathematicians towards the theory of permanents. van der Waerden’s conjecture was finally solved by Egorychev, and independently by Falikman, around 1980. This resulted in an increased activity in this area as it is clearly evident from the expository book on permanents by Minč [78] and the two subsequent survey papers [79, 80]. These works will make excellent sources of reference for any reader interested in the theory of permanents.

Suppose \(A = ((a_{i,j}))\) is a square matrix of order \(n\). Then, the permanent of the matrix \(A\) is defined to be

\[
\text{Per} \ A = \sum_{\pi} \prod_{j=1}^{n} a_{\pi_j, j},
\]

where \(\sum_{\pi}\) denotes the sum over all \(n!\) permutations \((i_1, i_2, \ldots, i_n)\) of \((1, 2, \ldots, n)\). The definition of the permanent in (6) is thus similar to that of the determinant except that it does not have the alternating sign (depending on whether the permutation is of even or odd order). Consequently, it is not surprising to see the following basic properties of permanents.

Property 3.1. \(\text{Per} \ A\) is unchanged if the rows or columns of \(A\) are permuted.

Property 3.2. If \(A(i, j)\) denotes the sub-matrix of order \(n-1\) obtained from \(A\) by deleting the \(i\)-th row and the \(j\)-th column, then

\[
\text{Per} \ A = \sum_{i=1}^{n} a_{i,j} \text{Per} \ A(i, j), \quad j = 1, 2, \ldots, n
\]

and

\[
\text{Per} \ A = \sum_{j=1}^{n} a_{i,j} \text{Per} \ A(i, j), \quad i = 1, 2, \ldots, n.
\]

That is, the permanent of a matrix can be expanded by any row or column.
Property 3.3. If $A^*$ denotes the matrix obtained from $A$ simply by replacing the elements in the $i$-th row by $c a_{i,j}$, $j = 1, 2, \ldots, n$, then

$$\text{Per } A^* = c \text{ Per } A.$$ 

Property 3.4. If $A^{**}$ denotes the matrix obtained from $A$ by replacing the elements in the $i$-th row by $a_{i,j} + b_{i,j}$ ($j = 1, 2, \ldots, n$) and $A^*$ the matrix obtained from $A$ by replacing the elements in the $i$-th row by $b_{i,j}$ ($j = 1, 2, \ldots, n$), then

$$\text{Per } A^{**} = \text{ Per } A + \text{ Per } A^*.$$ 

Due to the absence of the alternating sign in (6), the permanent of a matrix in which two or more rows (or columns) are repeated need not be zero (unlike in the case of a determinant). Let us use

$$\begin{pmatrix} a_{1,1} & a_{1,2} & \cdots & a_{1,n} \\ a_{2,1} & a_{2,2} & \cdots & a_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{i_1,1} & a_{i_1,2} & \cdots & a_{i_1,n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{i_2,1} & a_{i_2,2} & \cdots & a_{i_2,n} \end{pmatrix}$$

$$i_1$$

$$i_2$$

to denote a matrix in which the first row is repeated $i_1$ times, the second row is repeated $i_2$ times, and so on.

3.2. Log-concavity

An interesting and important result in the theory of permanents of non-negative matrices is the Alexandroff inequality. This result, as illustrated in [40], is useful in establishing the log-concavity of distribution functions of order statistics.

For the benefit of readers, we present below a brief introduction to log-concavity and some related properties. A sequence of non-negative numbers $\alpha_1, \alpha_2, \ldots, \alpha_n$ is said to be log-concave if $\alpha_i^2 \geq \alpha_{i-1} \alpha_{i+1}$ ($i = 2, 3, \ldots, n - 1$). The following lemma presents a number of elementary properties of such log-concave sequences.

Lemma 3.5. Let $\alpha_1, \alpha_2, \ldots, \alpha_n$ and $\beta_1, \beta_2, \ldots, \beta_n$ be two log-concave sequences. Then the following statements hold:

(i) If $\alpha_i > 0$ for $i = 1, 2, \ldots, n$, then

$$\frac{\alpha_i}{\alpha_{i-1}} \geq \frac{\alpha_{i+1}}{\alpha_i}, \quad i = 2, \ldots, n - 1;$$

that is, $\alpha_i/\alpha_{i-1}$ is non-increasing in $i$.

(ii) If $\alpha_i > 0$ for $i = 1, 2, \ldots, n$, then $\alpha_1, \alpha_2, \ldots, \alpha_n$ is unimodal; that is,

$$\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_k \geq \alpha_{k+1} \geq \cdots \geq \alpha_n$$

for some $k$ ($1 \leq k \leq n$).
(iii) The sequence \( \alpha_1 \beta_1, \alpha_2 \beta_2, \ldots, \alpha_n \beta_n \) is log-concave.

(iv) The sequence \( \gamma_1, \gamma_2, \ldots, \gamma_n \) is log-concave, where

\[
\gamma_k = \sum_{i=1}^{k} \alpha_i \beta_{k+1-i}, \quad k = 1, 2, \ldots, n.
\]

(v) The sequences \( \alpha_1, \alpha_1 + \alpha_2, \ldots, \sum_{i=1}^{n} \alpha_i \) and \( \alpha_n, \alpha_{n-1} + \alpha_n, \ldots, \sum_{i=1}^{n} \alpha_i \) are both log-concave.

(vi) The sequence of combinatorial coefficients \( \binom{n}{i} \), \( i = 0, 1, \ldots, n \), is log-concave.

Proof. (i), (iii), and (vi) are easily verified.

Since from (i)

\[
\frac{\alpha_2}{\alpha_1} \geq \frac{\alpha_3}{\alpha_2} \geq \cdots \geq \frac{\alpha_n}{\alpha_{n-1}}
\]

and that there must exist some \( k \) (1 \( k \leq n \)) such that

\[
\frac{\alpha_2}{\alpha_1} \geq \cdots \geq \frac{\alpha_k}{\alpha_{k-1}} \geq 1 \geq \frac{\alpha_{k+1}}{\alpha_k} \geq \cdots \geq \frac{\alpha_n}{\alpha_{n-1}}.
\]

(ii) follows.

(iv) may be proved directly by showing \( \gamma_i^2 \geq \gamma_{i-1} \gamma_{i+1} \) after carefully pairing terms on both sides of the inequality.

The first part of (v) follows from (iv) simply by taking \( \beta_i = 1 \) for \( i = 1, 2, \ldots, n \).

Since \( \alpha_n, \alpha_{n-1}, \ldots, \alpha_1 \) is log-concave, the second part of (v) follows immediately. \( \square \)

Interested readers may refer to the classic book on inequalities in [65] for an elaborate treatment on log-concavity.

Now, we shall simply state the Alexandroff inequality for permanents of non-negative matrices and refer the readers to [92] for an elegant proof.

**Theorem 3.6.** Let

\[
A = \begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_n
\end{pmatrix}
\]

be a non-negative square matrix of order \( n \). Then,

\[
(\text{Per } A)^2 \geq \text{Per } \left( \begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_{n-2} \\
\alpha_{n-1}
\end{pmatrix} \right)^2 + \text{Per } \left( \begin{pmatrix}
\alpha_1 \\
\vdots \\
\alpha_{n-2} \\
\alpha_n
\end{pmatrix} \right)^2
\]
Remark 3.7. The above given Alexandroff’s inequality was proved in [1] for a general function called the “mixed discriminant” and, as a matter of fact, there is no mention of permanents even in the paper. After almost forty years, Egorychev realized that the result, when specialized to a permanental inequality, is what is needed to prove the van der Waerden conjecture. As mentioned earlier, this inequality will be used later on to establish the log-concavity of distribution functions of order statistics arising from INID random variables.

**Theorem 3.8 (Newton’s theorem)**. If \( b_1, b_2, \ldots, b_n \) are all real and if
\[
\prod_{i=1}^{n} (x + b_i) = \sum_{r=0}^{n} \binom{n}{r} \alpha_r x^r,
\]
then \( \alpha_r^2 \geq \alpha_{r-1} \alpha_{r+1} \) for \( 1 \leq r \leq n-1 \); that is, \( \alpha_0, \alpha_1, \ldots, \alpha_n \) form a log-concave sequence.

For a proof, interested readers may refer to [65, pp. 51–52].

### 4. Order statistics from INID variables

#### 4.1. Distributions and joint distributions

Let \( X_1, X_2, \ldots, X_n \) be independent random variables with \( X_i \) having cumulative distribution function \( F_i(x) \) and probability density function \( f_i(x) \). Let \( X_1:n \leq X_2:n \leq \cdots \leq X_{n:n} \) be the order statistics obtained from the above \( n \) variables. Then, for deriving the density function of \( X_{r:n} \), let us consider

\[
\Pr(x < X_{r:n} \leq x + \Delta x) = \frac{1}{(r-1)!(n-r)!} \sum_{P} F_{i_1}(x) \cdots F_{i_{r-1}}(x) \{F_{i_r}(x + \Delta x) - F_{i_r}(x)\} \\
\times \{1 - F_{i_{r+1}}(x + \Delta x)\} \cdots \{1 - F_{i_n}(x + \Delta x)\} + O((\Delta x)^2), \quad (7)
\]

where \( \sum_{P} \) denotes the sum over all \( n! \) permutations \((i_1, i_2, \ldots, i_n)\) of \( (1, 2, \ldots, n) \). Dividing both sides of (7) by \( \Delta x \) and then letting \( \Delta x \) tend to zero, we obtain the density function of \( X_{r:n} \) \((1 \leq r \leq n)\) as

\[
f_{r:n}(x) = \frac{1}{(r-1)!(n-r)!} \sum_{P} F_{i_1}(x) \cdots F_{i_{r-1}}(x) f_{i_r}(x) \\
\times \{1 - F_{i_{r+1}}(x)\} \cdots \{1 - F_{i_n}(x)\}, \quad x \in \mathbb{R}. \quad (8)
\]

From (8) and (6), we then readily see that the density function of \( X_{r:n} \) \((1 \leq r \leq n)\) can be written as

\[
f_{r:n}(x) = \frac{1}{(r-1)!(n-r)!} \text{Per } A_1, \quad x \in \mathbb{R}, \quad (9)
\]
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where

\[
A_1 = \begin{pmatrix}
F_1(x) & F_2(x) & \cdots & F_n(x) \\
1 - F_1(x) & 1 - F_2(x) & \cdots & 1 - F_n(x)
\end{pmatrix}
\]

\[
\text{Per} A_1 = \frac{1}{(r-1)!(n-r)!} \sum_{i} F_{n_{i-1}}(x) \prod_{j=1}^{r-1} F_{n_{j-1}}(x) f_{n_{i}}(x)
\]

\[
\text{Per} A_2 = \frac{1}{(r-1)!(n-r)!} \sum_{i} F_{n_{i-1}}(x) \prod_{j=1}^{r-1} F_{n_{j-1}}(x) f_{n_{i}}(x)
\]

The permanent representation of \( f_{r,n}(x) \) in (9) is originally due to [93].

Similarly, for deriving the joint density function of \( X_{r,n} \) and \( X_{s,n} \) (1 \( \leq r < s \leq n \)), let us consider

\[
\Pr(x < X_{r,n} \leq x + \Delta x, y < X_{s,n} \leq y + \Delta y) = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} F_{n_{i}}(x) \prod_{j=1}^{r-1} F_{n_{j-1}}(x) f_{n_{i}}(x)
\]

and \( O((\Delta x)^2 \Delta y) \) denotes terms of higher order corresponding to more than one of the \( X_i \)'s falling in \((x, x + \Delta x]\) and more than one in \((y, y + \Delta y]\). Dividing both sides of (11) by \( \Delta x \Delta y \) and then letting both \( \Delta x \) and \( \Delta y \) tend to zero, we obtain the joint density function of \( X_{r,n} \) and \( X_{s,n} \) (1 \( \leq r < s \leq n \)) as

\[
f_{r,s,n}(x, y) = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} F_{n_{i}}(x) \prod_{j=1}^{r-1} F_{n_{j-1}}(x) f_{n_{i}}(x)
\]

\[
\times \{ F_{n_{s-1}}(y) - F_{n_{s-1}}(x + \Delta x) \} \cdots \{ F_{n_{s-1}}(y) - F_{n_{s-1}}(x + \Delta x) \}
\]

\[
\times \{ F_{n_{s}}(y) - F_{n_{s}}(y + \Delta y) \} \cdots \{ 1 - F_{n_{r}}(y + \Delta y) \} \cdots \{ 1 - F_{n_{r}}(y + \Delta y) \}
\]

\[
\times f_{n_{s}}(y) \{ 1 - F_{n_{s+1}}(y) \} \cdots \{ 1 - F_{n_{s}}(y) \}, \quad -\infty < x < y < \infty. \tag{12}
\]

From (12) and (6), we readily see that the joint density function of \( X_{r,n} \) and \( X_{s,n} \) (1 \( \leq r < s \leq n \)) can be written as

\[
f_{r,s,n}(x, y) = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \text{Per} A_2, \quad -\infty < x < y < \infty, \tag{13}
\]

where

\[
A_2 = \begin{pmatrix}
F_1(x) & F_2(x) & \cdots & F_n(x) \\
F_1(y) - F_1(x) & F_2(y) - F_2(x) & \cdots & F_n(y) - F_n(x) \\
1 - F_1(y) & 1 - F_2(y) & \cdots & 1 - F_n(y)
\end{pmatrix}
\]
Proceeding similarly, we can show that the joint density function of \( X_{r_1:n}, X_{r_2:n}, \ldots, X_{r_k:n} \) (\( 1 \leq r_1 < r_2 < \cdots < r_k \leq n \)) can be written as

\[
f_{r_1,r_2,\ldots,r_k}(x_1,x_2,\ldots,x_k) = \frac{1}{(r_1-1)!(r_2-r_1-1)!\cdots(r_k-r_{k-1}-1)!(n-r_k)!} \text{Per } A_k,
\]

where

\[
A_k = \begin{pmatrix}
F_1(x_1) & \cdots & F_n(x_1) \\
F_1(x_1) & \cdots & F_n(x_1) \\
F_1(x_2) & \cdots & F_n(x_2) \\
& \ddots & \ddots \\
F_1(x_k) & \cdots & F_n(x_k) \\
1 - F_1(x_k) & \cdots & 1 - F_n(x_k)
\end{pmatrix}
\]

\( r_1 - 1 \) \quad \begin{pmatrix}
1 \\
1 \\
1 \\
\vdots \\
1
\end{pmatrix}
\]

\( r_2 - r_1 - 1 \) \quad \begin{pmatrix}
\vdots \\
\vdots \\
1
\end{pmatrix}
\]

\( r_k - r_{k-1} - 1 \) \quad \begin{pmatrix}
1 \\
1 \\
\vdots \\
1
\end{pmatrix}
\]

\( n - r_k \)

Permanent expressions may also be presented for cumulative distribution functions of order statistics. For example, let us consider

\[
F_{r:n}(x) = \Pr(X_{r:n} \leq x)
\]

\[
= \sum_{i=r}^{n} \Pr(\text{exactly } i \text{'s are } \leq x)
\]

\[
= \sum_{i=r}^{n} \frac{1}{i!(n-i)!} \sum_{p} F_{j_1}(x) \cdots F_{j_i}(x) \{1 - F_{j_{i+1}}(x)\} \cdots \{1 - F_{j_n}(x)\},
\]

(14)

where \( \sum_{p} \) denotes the sum over all \( n! \) permutations \((j_1, j_2, \ldots, j_n)\) of \((1, 2, \ldots, n)\). From (14) and (6), we see that the cumulative distribution function of \( X_{r:n} \) (\( 1 \leq r \leq n \)) can be written as

\[
F_{r:n}(x) = \sum_{i=r}^{n} \frac{1}{i!(n-i)!} \text{Per } B_i, \quad x \in \mathbb{R},
\]

(15)

where

\[
B_i = \begin{pmatrix}
F_1(x) & \cdots & F_{i-1}(x) & F_i(x) & F_{i+1}(x) & \cdots & F_n(x) \\
1 - F_1(x) & \cdots & 1 - F_{i-1}(x) & 1 - F_{i}(x) & \cdots & 1 - F_{i+1}(x) & \cdots & 1 - F_n(x)
\end{pmatrix}^i
\]

The permanent form of \( F_{r:n}(x) \) in (15) is due to [40]. It should be mentioned here that an equivalent expression for the cumulative distribution function of \( X_{r:n} \) is (see [53, p. 22])

\[
F_{r:n}(x) = \sum_{i=r}^{n} \sum_{p} \prod_{j=1}^{i} F_{j_1}(x) \left[ \prod_{k=i+1}^{n} \{1 - F_{j_k}(x)\} \right],
\]

(16)
where $\sum_{P_i}$ denotes the sum over all permutations $(j_1, j_2, \ldots, j_n)$ of $(1, 2, \ldots, n)$ for which $j_1 < j_2 < \cdots < j_i$ and $j_{i+1} < j_{i+2} < \cdots < j_n$. Realize that $\sum_{P_i}$ includes $n!$ terms in (16), while $\sum_{P}$ in (14) includes $n!$ terms; see [57].

Proceeding similarly, the joint cumulative distribution function of $X_{r_1:n}, X_{r_2:n}, \ldots, X_{r_k:n}$ $(1 \leq r_1 < r_2 < \cdots < r_k \leq n)$ can be written as

$$F_{r_1, r_2, \ldots, r_k:n}(x_1, x_2, \ldots, x_k) = \Pr(X_{r_1:n} \leq x_1, X_{r_2:n} \leq x_2, \ldots, X_{r_k:n} \leq x_k)$$

$$= \sum_{j_1 \leq j_2 \leq \cdots \leq j_{k+1}} \frac{1}{j_1! j_2! \cdots j_{k+1}!} \text{Per } B_k,$$

$$-\infty < x_1 < \cdots < x_k < \infty,$$  \hspace{1cm} (17)

where

$$B_k = \begin{pmatrix}
F_1(x_1) & \cdots & F_n(x_1) \\
F_1(x_2) - F_1(x_1) & \cdots & F_n(x_2) - F_n(x_1) \\
\vdots & \ddots & \vdots \\
F_1(x_k) - F_1(x_{k-1}) & \cdots & F_n(x_k) - F_n(x_{k-1}) \\
1 - F_1(x_k) & \cdots & 1 - F_n(x_k)
\end{pmatrix},$$

and the sum is over $j_1, j_2, \ldots, j_{k+1}$ with $j_1 \geq r_1, j_1 + j_2 \geq r_2, \ldots, j_1 + j_2 + \cdots + j_k \geq r_k$ and $j_1 + j_2 + \cdots + j_{k+1} = n$.

**Remark 4.1.** If the condition $x_1 < x_2 < \cdots < x_k$ is not imposed in (17), then some of the inequalities among $X_{r_1:n} \leq x_1, X_{r_2:n} \leq x_2, \ldots, X_{r_k:n} \leq x_k$ will be redundant, and the necessary probability can then be determined after making appropriate reductions.

### 4.2. Log-concavity

In this section, we shall establish the log-concavity of distribution functions of order statistics by making use of Alexandroff’s inequality in Theorem 3.6. This interesting result, as first proved in [40], is presented in the following theorem.

**Theorem 4.2.** Let $X_{1:n} \leq X_{2:n} \leq \cdots \leq X_{n:n}$ denote the order statistics obtained from $n$ INID variables with cumulative distribution functions $F_1(x), F_2(x), \ldots, F_n(x)$. Then, for fixed $x$, the sequences $\{F_{r:n}(x)\}_{r=1}^n$ and $\{1 - F_{r:n}(x)\}_{r=1}^n$ are both log-concave. If, further, the underlying variables are all continuous with respective densities $f_1(x), f_2(x), \ldots, f_n(x)$, then the sequence $\{f_{r:n}(x)\}_{r=1}^n$ is also log-concave.

**Proof.** Let us denote, for $i = 1, 2, \ldots, n$,

$$\alpha_i = \text{Per } \begin{pmatrix}
F_1(x) & F_2(x) & \cdots & F_n(x) \\
1 - F_1(x) & 1 - F_2(x) & \cdots & 1 - F_n(x)
\end{pmatrix},$$

Since the above square matrix is non-negative, a simple application of Alexandroff’s inequality in Theorem 3.6 implies that

$$\alpha_i^2 \geq \alpha_{i-1} \alpha_{i+1}, \hspace{1cm} i = 2, 3, \ldots, n - 1;$$
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that is, the sequence \( \{\alpha_i\}_{i=1}^n \) is log-concave. After directly verifying that the coefficients \( \frac{1}{n(n-1)!} \alpha_i \) form a log-concave sequence, we have the sequence \( \{\frac{\alpha_i}{n(n-1)!}\}_{i=1}^n \) to be log-concave due to (iii) in Lemma 3.5. Now, from the permanent expression of the cumulative distribution function of \( X_{r,n} \) in (15) and statement (v) in Lemma 3.5, we immediately have the log-concavity of the sequence \( \{F_{r,n}(x)\}_{r=1}^n \). Realizing that the partial sums of \( \{\frac{\alpha_i}{n(n-1)!}\}_{i=1}^n \) from the left also form a log-concave sequence due to (v) in Lemma 3.5, we have the log-concavity of the sequence \( \{1 - F_{r,n}(x)\}_{r=1}^n \).

A similar application of Alexandroff’s inequality in the permanent expression of the density function of \( X_{r,n} \) in (9) will reveal that the sequence \( \{f_{r,n}(x)\}_{r=1}^n \) is also log-concave.

\[\tag{\ □} \]

Remark 4.3. The log-concavity of \( \{F_{r,n}(x)\}_{r=1}^n \) established above has an important consequence. Suppose \( F_{r,n}(x) > 0 \) for \( r = 1, 2, \ldots, n \). First of all, observe that

\[
\frac{F_{r,n}(x)}{F_{r-1,n}(x)} = \frac{\text{Pr}(X_{r,n} \leq x)}{\text{Pr}(X_{r-1,n} \leq x)} = \text{Pr}(X_{r,n} \leq x | X_{r-1,n} \leq x).
\]

Then, due to (i) in Lemma 3.5, we can conclude that the sequence of conditional probabilities \( \{\text{Pr}(X_{r,n} \leq x | X_{r-1,n} \leq x)\}_{r=1}^n \) is non-increasing in \( r \).

Remark 4.4. The log-concavity of \( \{F_{r,n}(x)\}_{r=1}^n \) established in Theorem 4.2 has been proved in [84] by direct probability arguments. A stronger log-concavity result has been established in [37] wherein the case when the underlying variables \( X_i \)'s are possibly dependent has also been considered.

4.3. Case of INID symmetric variables

Suppose the random variables \( X_1, X_2, \ldots, X_n \) are independent, non-identically distributed and all symmetric about 0 (without loss of generality). In this section, we establish some properties of order statistics from such a INID symmetric case.

From (15), let us consider

\[
F_{r,n}(-x) = \text{Pr}(X_{r,n} \leq -x) = \sum_{i=0}^{r} \frac{1}{i!(n-i)!} \text{Per} \begin{pmatrix} F_1(-x) & \cdots & F_n(-x) \\ 1 - F_1(-x) & \cdots & 1 - F_n(-x) \end{pmatrix} i \quad n-i
\]

\[
= \sum_{i=0}^{n-r} \frac{1}{i!(n-i)!} \text{Per} \begin{pmatrix} 1 - F_1(x) & \cdots & 1 - F_n(x) \\ F_1(x) & \cdots & F_n(x) \end{pmatrix} i \quad n-i
\]

\[
= \sum_{i=0}^{n-r} \frac{1}{i!(n-i)!} \text{Per} \begin{pmatrix} F_1(x) & \cdots & F_n(x) \\ 1 - F_1(x) & \cdots & 1 - F_n(x) \end{pmatrix} i \quad n-i
\]
The last equality in (18) follows since

$$
\sum_{i=0}^{n} \frac{1}{i!(n-i)!} \text{Per} \left( \begin{array}{ccc} F_1(x) & \cdots & F_n(x) \\ 1 - F_1(x) & \cdots & 1 - F_n(x) \end{array} \right) \} \ n - i
$$

$$
= \sum_{i=0}^{n} \frac{1}{i!(n-i)!} \text{Per} \left( \begin{array}{ccc} F_1(x) & \cdots & F_n(x) \\ 1 - F_1(x) & \cdots & 1 - F_n(x) \end{array} \right) \} \ n - i
$$

Equation (18) simply implies that $-X_r \overset{d}{=} X_{n-r+1:n}$ for $1 \leq r \leq n$. This generalizes the corresponding result well-known in the IID case; see [6, p. 26; 53, p. 24].

**Lemma 4.5.** Suppose $t$, $t_k$, and $u$ are all in $(0, 1)$ for $k = s + 1, s + 2, \ldots, n$. Then, for some $r$ ($1 \leq r \leq n$)

$$
\sum_{i=0}^{r-1} \frac{1}{i!(n-i)!} \text{Per} \left( \begin{array}{cccc} t & \cdots & t & t_{s+1} \\ 1 - t & \cdots & 1 - t & 1 - t_{s+1} \end{array} \right) \} n - i
$$

$$
= \sum_{i=0}^{r-1} \frac{1}{i!(n-i)!} \text{Per} \left( \begin{array}{cccc} u & \cdots & u & t_{s+1} \\ 1 - u & \cdots & 1 - u & 1 - t_{s+1} \end{array} \right) \} n - i
$$

if and only if $t = u$.

**Proof.** For $t, t_k \in (0, 1), k = s + 1, s + 2, \ldots, n$, let

$$
h(t) = \sum_{i=0}^{r-1} \frac{1}{i!(n-i)!} \text{Per} \left( \begin{array}{cccc} t & \cdots & t & t_{s+1} \\ 1 - t & \cdots & 1 - t & 1 - t_{s+1} \end{array} \right) \} n - i.
$$

**(19)**
Differentiating $h(t)$ in (19) with respect to $t$, we get

$$h'(t) = \sum_{i=0}^{r-1} \frac{(n-i)}{i!} \Per\left( \begin{array}{cccccc} t & \cdots & t & t_{s+1} & \cdots & t_n \\ 1-t & \cdots & 1-t & 1-t_{s+1} & \cdots & 1-t_n \end{array} \right) \right)^{1-n-i}$$

$$- \sum_{i=0}^{r-1} \frac{i}{i! (n-i)} \Per\left( \begin{array}{cccccc} t & \cdots & t & t_{s+1} & \cdots & t_n \\ 1-t & \cdots & 1-t & 1-t_{s+1} & \cdots & 1-t_n \end{array} \right) \right)^{1-i-1}$$

$$= \sum_{i=0}^{r-1} \frac{1}{i! (n-i-1)} \Per\left( \begin{array}{cccccc} t & \cdots & t & t_{s+1} & \cdots & t_n \\ 1-t & \cdots & 1-t & 1-t_{s+1} & \cdots & 1-t_n \end{array} \right) \right)^{1-i}$$

$$- \sum_{i=0}^{r-1} \frac{1}{i! (n-i-1)} \Per\left( \begin{array}{cccccc} t & \cdots & t & t_{s+1} & \cdots & t_n \\ 1-t & \cdots & 1-t & 1-t_{s+1} & \cdots & 1-t_n \end{array} \right) \right)^{1-i-1}$$

$$= \sum_{i=0}^{r-1} \frac{1}{i! (n-i-1)} \Per\left( \begin{array}{cccccc} t & \cdots & t & t_{s+1} & \cdots & t_n \\ 1-t & \cdots & 1-t & 1-t_{s+1} & \cdots & 1-t_n \end{array} \right) \right)^{1-i}$$

$$- \sum_{i=0}^{r-2} \frac{1}{i! (n-i-1)} \Per\left( \begin{array}{cccccc} t & \cdots & t & t_{s+1} & \cdots & t_n \\ 1-t & \cdots & 1-t & 1-t_{s+1} & \cdots & 1-t_n \end{array} \right) \right)^{1-i}$$

$$= \frac{1}{(r-1)! (n-r)} \Per\left( \begin{array}{cccccc} t & \cdots & t & t_{s+1} & \cdots & t_n \\ 1-t & \cdots & 1-t & 1-t_{s+1} & \cdots & 1-t_n \end{array} \right) \right)^{1-r}$$

$> 0$.

Thus, $h(t)$ in (19) is strictly increasing. Hence, $h(t) > h(u)$ for $t > u$, $h(t) < h(u)$ for $t < u$, and $h(t) = h(u)$ if and only if $t = u$. Hence, the lemma.

The above lemma can be used to prove the following theorem concerning distributions of order statistics.

**Theorem 4.6.** Let $X_1, \ldots, X_s, Z_{s+1}, \ldots, Z_n$ be independent random variables with each $X_i$ ($1 \leq i \leq s$) having an arbitrary distribution function $F(x)$ and $Z_i$ having arbitrary distribution functions $F_i(x)$, $i = s + 1, \ldots, n$. Similarly, let $Y_1, \ldots, Y_s, Z_{s+1}, \ldots, Z_n$ be independent random variables with each $Y_i$ ($1 \leq i \leq s$) having an arbitrary distribution function $G(x)$. Then, for some fixed $r$ ($1 \leq r \leq n$), the $r$-th order statistic $X_{r:n}$ from the first set of $n$ variables has the same distribution as the $r$-th order statistic $Y_{r:n}$ from the second set of $n$ variables if $F(\cdot) \equiv G(\cdot)$. Conversely, if
earlier.

... distributions of order statistics in the INID symmetric case than the one presented for $s = 1$, was proved in [40]. It should be noted that Theorem 4.7 gives a stronger result than that of [40].

**Remark 4.8.** Theorem 4.7, for the case of absolutely continuous distributions and $s = 1$, was proved in [40]. It should be noted that Theorem 4.7 gives a stronger result than that of [40].

For example, when the $X_i$'s are symmetric variables (about 0), then by simply noting that $X_1, X_2, ..., X_n$ and $-X_1, -X_2, ..., -X_n$ have the same distribution and hence the $r$-th order statistic of $X_i$'s has the same distribution as the $r$-th order statistic of $-X_i$'s, the result that $-X_{r:n} \overset{d}{=} X_{n-r+1:n}$ (proven in the beginning of this section) follows very easily.

**Proof.** From (15), we have the distribution functions of $X_{r:n}$ and $Y_{r:n}$ to be

\[
\Pr(X_{r:n} \leq x) = \sum_{i=0}^{n} \frac{1}{i!(n-i)!} \times \text{Per} \left( \begin{array}{cccc}
F(x) & \cdots & F(x) & F_{s+1}(x) \\
1 - F(x) & \cdots & 1 - F(x) & 1 - F_{s+1}(x) \\
& & & \vdots \\
& & & 1 - F_n(x) \\
\end{array} \right) \right] \{ i \right\} n - i \quad (20)
\]

and

\[
\Pr(Y_{r:n} \leq x) = \sum_{i=0}^{n} \frac{1}{i!(n-i)!} \times \text{Per} \left( \begin{array}{cccc}
G(x) & \cdots & G(x) & F_{s+1}(x) \\
1 - G(x) & \cdots & 1 - G(x) & 1 - F_{s+1}(x) \\
& & & \vdots \\
& & & 1 - F_n(x) \\
\end{array} \right) \right] \{ i \right\} n - i \quad (21)
\]

If $F(\cdot) \equiv G(\cdot)$, then it is clear from (20) and (21) that $X_{r:n} \overset{d}{=} Y_{r:n}$.

In order to prove the converse, suppose $X_{r:n} \overset{d}{=} Y_{r:n}$ for all $x$ such that $0 < F(x), G(x), F_i(x) < 1$. Then, upon equating the right-hand sides of (20) and (21) and invoking Lemma 4.5, we simply get $F(x) \equiv G(x)$.

**Theorem 4.7.** Let $X_1, \ldots, X_n$ be independent random variables with each $X_i$ ($1 \leq i \leq s$) having an arbitrary distribution function $F(x)$ and $X_i$ having arbitrary distribution functions $F_i(x)$ for $i = s + 1, s + 2, \ldots, n$. Suppose $X_i$ ($i = s + 1, \ldots, n$) are all symmetric about zero. Then, for fixed $r$ ($1 \leq r \leq n$), $-X_{r:n} \overset{d}{=} X_{n-r+1:n}$ if $X_i$ ($i = 1, 2, \ldots, s$) are also symmetric about zero. Conversely, if $-X_{r:n}$ and $X_{n-r+1:n}$ are identically distributed for all $x$ such that $0 < F(x), F_i(x) < 1$, then $X_1, \ldots, X_s$ are also symmetric about zero.

**Proof.** The result follows from Theorem 4.6 simply by taking $-X_1, -X_2, \ldots, -X_n$ in place of $Y_1, \ldots, Y_s, Z_{s+1}, \ldots, Z_n$.

**Remark 4.8.** Theorem 4.7, for the case of absolutely continuous distributions and $s = 1$, was proved in [40]. It should be noted that Theorem 4.7 gives a stronger result for distributions of order statistics in the INID symmetric case than the one presented earlier.

Simpler proofs of these results and also some extensions are given in [64]. For example, when the $X_i$'s are symmetric variables (about 0), then by simply noting that $X_1, X_2, \ldots, X_n$ and $-X_1, -X_2, \ldots, -X_n$ have the same distribution and hence the $r$-th order statistic of $X_i$'s has the same distribution as the $r$-th order statistic of $-X_i$'s, the result that $-X_{r:n} \overset{d}{=} X_{n-r+1:n}$ (proved in the beginning of this section) follows very easily.
Remark 4.9. We may also note that $-X_{r:n} \overset{d}{=} X_{n-r+1:n}$ for all $r = 1, 2, \ldots, n$ when $X_i$'s are arbitrary random variables (not necessarily independent) such that $(X_1, X_2, \ldots, X_n)$ and $(-X_{P(1)}, -X_{P(2)}, \ldots, -X_{P(n)})$ for some permutation $(P(1), P(2), \ldots, P(n))$ of $(1, 2, \ldots, n)$.

Without assuming absolute continuity for the distribution functions, using simple probability arguments, the following result (due to [40] as indicated above) has been proved in [64].

**Theorem 4.10.** Let $X_1, X_2, \ldots, X_n$ be independent random variables. Suppose $X_i$, $i = 2, \ldots, n$, are all symmetric about 0. If $-X_{r:n} \overset{d}{=} X_{n-r+1:n}$, then $X_1$ is also symmetric about 0.

Proceeding similarly, a proof for the more general one-way implication in Theorem 4.7 has also been given in [64].

**Definition 4.11.** Two random variables $X$ and $Y$ are stochastically ordered if

$$\Pr(X > t) \geq \Pr(Y > t) \quad \text{for every } t.$$  \hfill (22)

If strict inequality holds in (22) for all $t$, then we say that $X$ and $Y$ are strictly stochastically ordered.

Then, [64] established an equivalence stated in Theorem 4.13 the proof of which needs the following lemma.

**Lemma 4.12.** Let $B$ be the sum of $n$ independent Bernoulli random variables with parameters $p_i$, $i = 1, 2, \ldots, n$; similarly, let $B^*$ be the sum of $n$ independent Bernoulli random variables with parameters $p^*_i$, $i = 1, 2, \ldots, n$. If $B$ and $B^*$ have the same distribution, then

$$(p_1, p_2, \ldots, p_n) = (p^*_P(1), p^*_P(2), \ldots, p^*_P(n))$$

for some permutation $(P(1), P(2), \ldots, P(n))$ of $(1, 2, \ldots, n)$.

**Theorem 4.13.** Let $X_i$'s be strictly stochastically ordered random variables. Then, the following two statements are equivalent:

(i) $(X_1, \ldots, X_n)$ and $-(X_{P(1)}, \ldots, X_{P(n)})$ have the same distribution for some permutation $(P(1), \ldots, P(n))$ of $(1, 2, \ldots, n)$.

(ii) $-X_{r:n} \overset{d}{=} X_{n-r+1:n}$ for all $r = 1, 2, \ldots, n$.

**Proof.** Let $B_i$ denote the indicator variable for the event \{$X_i \leq t$\}, and $B^*_i$ denote the indicator variable for the event \{$-X_i \leq t$\}; further, let $B = \sum_{i=1}^n B_i$ and $B^* = \sum_{i=1}^n B^*_i$. Remark 4.9 showed that (i) $\Rightarrow$ (ii).

Now, suppose $-X_{r:n} \overset{d}{=} X_{n-r+1:n}$ for every $r$; then $B$ and $B^*$ have the same distribution. Then, (ii) $\Rightarrow$ (i) follows readily from Lemma 4.12 and the fact that $X_i$'s are strictly stochastically ordered. \hfill \Box
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Remark 4.14. Through this argument, [64] also presented the following simple proof for the log-concavity property of \( \{F_{r,n}(t)\}_{r=1}^{n} \) and \( \{1 - F_{r,n}(t)\}_{r=1}^{n} \) established earlier in Theorem 4.2. By the simple fact that \( B = \sum_{i=1}^{n} B_{i} \) is the sum of \( n \) independent Bernoulli random variables, it is strongly unimodal [59, p. 109]. Consequently, the sequences \( \{\Pr\left( B_{r} = r \right)\} \) and \( \{\Pr\left( B_{r} \leq r \right)\} \) are log-concave. From this, the log-concavity property of \( \{F_{r,n}(t)\}_{r=1}^{n} \) and \( \{1 - F_{r,n}(t)\}_{r=1}^{n} \) follows at once.

4.4. Characterizations of IID case

In this section, we shall describe some characterizations of the IID case established in [42]. For this purpose, let us denote the pdf, cdf, and the hazard rate (or failure rate) of \( X_{i} \) by \( f_{i}(\cdot) \), \( F_{i}(\cdot) \), and \( h_{i}(\cdot) \), respectively, for \( i = 1, 2, \ldots, n \). Let us also define the variables

\[
I_{r,n} = i \quad \text{if} \quad X_{r:n} = X_{i} \quad \text{for} \quad 1 \leq r \leq n.
\]

Since the random variables \( X_{i} \)'s are assumed to be of continuous type, the variables \( I_{r,n} \)'s in (23) are uniquely defined with probability 1.

Definition 4.15. The variables \( X_{i} \)'s are said to have proportional hazard rates if there exist constants \( \gamma_{i} > 0, i = 1, 2, \ldots, n \), such that

\[
h_{i}(x) = \gamma_{i} h_{1}(x) \quad \text{for all} \quad x \quad \text{and} \quad i = 2, 3, \ldots, n,
\]

or equivalently, if the survival functions satisfy

\[
1 - F_{i}(x) = \left(1 - F_{1}(x)\right)^{\gamma_{i}} \quad \text{for all} \quad x \quad \text{and} \quad i = 2, 3, \ldots, n.
\]

The family of distributions satisfying (24) or (25) is then called the proportional hazard family.

The following characterization result, which has been used extensively in the theory of competing risks, is due to [2, 4, 86].

Theorem 4.16. The random variables \( X_{1}, X_{2}, \ldots, X_{n} \) belong to the proportional hazard family defined in (24) or (25) if and only if \( X_{1:n} \) and \( I_{1,n} \) are statistically independent.

The above theorem simply states that if there are \( n \) independent risks acting simultaneously on a system in order to make it fail, then the time to failure of the system is independent of the cause of the failure if and only if the \( n \) lifetimes belong to the proportional hazard family.

By assuming that the \( X_{i} \)'s belong to the proportional hazard family, a necessary and sufficient condition for the \( X_{i} \)'s to be identically distributed has been established in [42]. To present this theorem, we first need the following lemma.
Lemma 4.17. Let \( c_1, c_2, \ldots, c_n \) be real numbers and \( 0 < d_1 < d_2 < \cdots < d_n \). If
\[
\sum_{i=1}^{n} c_i u^{d_i} = 0, \quad 0 \leq u \leq 1,
\]
then \( c_i = 0 \) for all \( i = 1, 2, \ldots, n \).

Proof. The result follows by taking \( 0 < u_1 < u_2 < \cdots < u_n < 1 \), writing the corresponding system of equations as
\[
\begin{bmatrix}
 u_1^{d_1} & \cdots & u_1^{d_n} \\
 \vdots & \ddots & \vdots \\
 u_n^{d_1} & \cdots & u_n^{d_n}
\end{bmatrix}
\begin{bmatrix}
 c_1 \\
 \vdots \\
 c_n
\end{bmatrix}
= \begin{bmatrix}
 0 \\
 \vdots \\
 0
\end{bmatrix},
\]
and using the nonsingularity of the matrix on the L.H.S.; see [82, p. 46]. \( \square \)

Theorem 4.18. Let \( X_1, X_2, \ldots, X_n \) be independent random variables with proportional hazard rates. Then, \( X_i \)'s are IID if and only if \( X_{r:n} \) and \( I_{r:n} \) are statistically independent for some \( r \in \{2, 3, \ldots, n\} \).

Definition 4.19. The dual family of distributions such that
\[
F_i(x) = F_1^{\alpha_i}(x) \quad \text{for all } x \text{ and } i = 2, 3, \ldots, n,
\]
or equivalently, if the survival rates satisfy
\[
s_i(x) = \alpha_i s_1(x) \quad \text{for all } x \text{ and } i = 2, 3, \ldots, n,
\]
where the survival rate \( s_i(x) = f_i(x)/F_i(x) \), will be called the proportional survival rate family.

Analogous to Theorems 4.16 and 4.18, we then have the following two results.

Theorem 4.20. The random variables \( X_1, X_2, \ldots, X_n \) belong to the proportional survival rate family defined in (26) or (27) if and only if \( X_{r:n} \) and \( I_{r:n} \) are statistically independent.

Theorem 4.21. Let \( X_1, X_2, \ldots, X_n \) be independent random variables with proportional survival rates. Then, \( X_i \)'s are IID if and only if \( X_{r:n} \) and \( I_{r:n} \) are independent for some \( r \in \{1, 2, \ldots, n-1\} \).

Remark 4.22. If \( X_i \)'s are IID, it is obvious that \( X_{r:n} \) and \( I_{r:n} \) are independent for any \( r \in \{1, 2, \ldots, n\} \). On the other hand, the independence of \( X_{r:n} \) and \( I_{r:n}, r \in \{1, n\} \), and that of \( X_{s:n} \) and \( I_{s:n}, s \in \{1, 2, \ldots, n\} \setminus \{r\} \), will be sufficient to claim the independence of all other pairs \( X_{i:n} \) and \( I_{i:n} \) from Theorems 4.18 and 4.21.
We may similarly prove that 

We have

Proof. Similarly, we have

\[ \{ \text{have the same distribution for some fixed } k,N_{ij} \} \]

Also, let \( N_1 = \{1,2,\ldots,n\} \setminus \{i\}, N_{ij} = \{1,2,\ldots,n\} \setminus \{i,j\} \), and \( \pi_{k,N_{ij}}(x) \) be the probability that exactly \( k \) of the \( n-2 \) \( X_\ell \)'s, \( \ell \in N_{ij} \), are less than \( x \) (with \( \pi_{0,N_{ij}}(x) = 1 \)).

**Lemma 4.23.** For \( i,j \in \{1,2,\ldots,n\} \) and \( i \neq j \),

\[
F_r^{[i]}(x) - F_r^{[j]}(x) = \pi_{r-1,N_{ij}}(x) \{ F_j(x) - F_i(x) \}, \quad 1 \leq r \leq n-1.
\]

**Proof.** We have

\[
F_r^{[i]}(x) = \Pr(\text{at least } r \text{ of } X_\ell, \ell \in N_i, \text{ are } \leq x) \\
= \sum_{k=r}^{n-1} \Pr(\text{exactly } k \text{ of } X_\ell, \ell \in N_i, \text{ are } \leq x) \\
= \sum_{k=r}^{n-1} \Pr(\text{exactly } k-1 \text{ of } X_\ell, \ell \in N_{ij}, \text{ are } \leq x) F_j(x) \\
+ \sum_{k=r}^{n-2} \Pr(\text{exactly } k \text{ of } X_\ell, \ell \in N_{ij}, \text{ are } \leq x) \{1 - F_j(x)\} \\
= \sum_{k=r}^{n-2} \pi_{k,N_{ij}}(x) + \pi_{r-1,N_{ij}}(x) F_j(x).
\]

(28)

Similarly, we have

\[
F_r^{[j]}(x) = \sum_{k=r}^{n-2} \pi_{k,N_{ij}}(x) + \pi_{r-1,N_{ij}}(x) F_i(x).
\]

(29)

Upon subtracting (29) from (28), the result follows. \( \square \)

**Theorem 4.24.** The random variables \( X_1,X_2,\ldots,X_n \) are IID if and only if the random variables \( X_r^{[1]} \), \( X_r^{[n]} \) have the same distribution for some fixed \( r \in \{1,2,\ldots,n-1\} \).

**Proof.** It is obvious that if \( X_1,X_2,\ldots,X_n \) are IID, then \( X_r^{[1]},\ldots,X_r^{[n]} \) will all have the same distribution.

Let \( i,j \in \{1,2,\ldots,n\} \) and \( i \neq j \). If \( x \) is in the common support of \( X_\ell \)'s, then \( \pi_{r-1,N_{ij}}(x) > 0 \); since \( F_r^{[i]}(x) = F_r^{[j]}(x) \), we get \( F_i(x) = F_j(x) \) from Lemma 4.23. We may similarly prove that \( F_1(x) = \cdots = F_n(x) \) for all \( x \) in the common support. \( \square \)
Remark 4.25. Let \( i, j \in \{1, 2, \ldots, n\} \) and \( i \neq j \). From Lemma 4.23, we see easily that
\[
F_{r,n-1}^{[i]}(x) - F_{r,n-1}^{[j]}(x) \leq 0 \quad \text{according as} \quad F_j(x) - F_i(x) \leq 0.
\]
In particular, \( X_i \geq X_j \) if and only if \( X_{r,n-1}^{[i]} \leq X_{r,n-1}^{[j]} \).

Remark 4.26. It also follows easily from Lemma 4.23 that
\[
E(X_{r,n-1}^{[i]}) - E(X_{r,n-1}^{[j]}) \geq E(X_j) - E(X_i)
\]
for \( i, j \in \{1, 2, \ldots, n\} \) and \( i \neq j \). A similar inequality holds for other moments as well.

5. Relations for order statistics from INID variables

5.1. Introduction

Several recurrence relations and identities for order statistics in the IID case are available in the literature. The book in [53], the survey paper in [76], and the monograph in [5] all provide elaborative and exhaustive treatment to this topic. Since many of these results were extended in [8–10] to the case when the order statistics arise from a sample containing a single outlier, a number of papers have appeared establishing these results were extended in \([8–10]\) to the case when the order statistics arise from
in \([5]\) all provide elaborative and exhaustive treatment to this topic. Since many of
able in the literature. The book in \([53]\), the survey paper in \([76]\), and the monograph
Several recurrence relations and identities for order statistics in the IID case are avail-
\[
\frac{1}{(n)} \sum_{|S|=r} F_{i,S}(x)
\]
(30)
and

$$\mathcal{F}_{r,n}(x) = \frac{1}{\begin{bmatrix} n \\ r \end{bmatrix}} \sum_{|S|=r} f_{i:S}(x),$$

(31)

where $\sum_{|S|=r}$ denotes the sum over all subsets $S$ of $N$ with cardinality equal to $r$. We shall also follow notations similar to those in (30) and (31) for the joint distribution functions and density functions of order statistics. Let us also use $F^{[i]}_{r:n-1}(x)$ and $f^{[i]}_{r:n-1}(x)$ to denote the distribution function and density function of the $r$-th order statistic from $n-1$ variables obtained by deleting $X_i$ from the original $n$ $X$’s. Similar notations also hold for joint distributions as well as for distributions of order statistics from $n-m$ variables obtained by deleting $m$ $X$’s.

5.2. Relations for single order statistics

In this section, we derive several recurrence relations and identities satisfied by distributions of single order statistics. These generalize many well-known results for order statistics in the IID case discussed in detail in [5,6,53,57]. For a review of all these results, one may refer to [14]. Even though the results are given in terms of distributions or densities, they hold equally well for moments (if they exist).

**Result 5.1.** For $n \geq 2$ and $x \in \mathbb{R}$,

$$\sum_{r=1}^{n} F_{r:n}(x) = \sum_{r=1}^{n} F_r(x) = n F_{1:1}(x).$$

(32)

**Proof.** The result follows simply by noting that

$$\sum_{r=1}^{n} \Pr(X_{r:n} \leq x) = \sum_{r=1}^{n} \Pr(X_r \leq x).$$

**Result 5.2** (Triangle Rule). For $1 \leq r \leq n-1$ and $x \in \mathbb{R}$,

$$r f_{r+1,n}(x) + (n-r) f_{r:n}(x) = n f_{r:n-1}(x).$$

(33)

**Proof.** By considering the expression of $r f_{r+1,n}(x)$ from (9) and expanding the permanent by its first row, we get

$$r f_{r+1,n}(x) = \sum_{i=1}^{n} F_i(x) f^{[i]}_{r:n-1}(x).$$

(34)

Next, by considering the expression of $(n-r) f_{r:n}(x)$ from (9) and expanding the permanent by its last row, we get

$$(n-r) f_{r:n}(x) = \sum_{i=1}^{n} \{1 - F_i(x)\} f^{[i]}_{r:n-1}(x).$$

(35)

On adding (34) and (35) and simplifying, we derive the relation in (33).
Remark 5.3. It is easy to note from Result 5.2 that one just needs the distribution of a single order statistic arising from \( n \) variables in order to determine the distributions of the remaining \( n - 1 \) order statistics, assuming that the distributions of order statistics arising from \( n - 1 \) (and less) variables are known. This result was first proved in [11] and independently in [40].

Result 5.4. For \( x \in \mathbb{R} \),
\[
\frac{1}{2} \{ F_{n+1:2n}(x) + F_{n:2n}(x) \} = F_{n:2n-1}(x). \tag{36}
\]

Proof. The result follows from Result 5.2 upon taking \( 2n \) in place of \( n \) and \( n \) in place of \( r \). 

In terms of expected values, the relation in (36) simply implies that the expected value of the median from \( 2n \) variables is exactly the same as the average of the expected values of the medians from \( 2n - 1 \) variables (obtained by deleting one variable at a time).

Result 5.5. For \( m = 1, 2, \ldots, n - r \) and \( x \in \mathbb{R} \),
\[
f_r(x) = \sum_{j=0}^{n} (-1)^j \binom{n}{m-j} \binom{m-r}{j} f_{r-j:m+j}(x). \tag{37}
\]

Proof. By considering the expression of \( f_r(x) \) in (8), writing
\[
\{ 1 - F_{r+1}(x) \} \cdots \{ 1 - F_{r+m}(x) \} = \sum_{j=0}^{m} (-1)^j \sum_{|S|=j} F_{\ell_1}(x) \cdots F_{\ell_j}(x),
\]
where \( \sum_{|S|=j} \) denotes the sum over all \( \binom{n}{j} \) subsets \( S = \{ \ell_1, \ell_2, \ldots, \ell_j \} \) of \( \{i_{r+1}, i_{r+2}, \ldots, i_{r+m}\} \) (with cardinality \( j \)), and simplifying the resulting expression, we derive the relation in (37).

Result 5.2 may be deduced from (37) by setting \( m = 1 \).

Proceeding as we did in proving Result 5.5, we can establish the following dual relation.

Result 5.6. For \( m = 1, 2, \ldots, r - 1 \) and \( x \in \mathbb{R} \),
\[
f_r(x) = \sum_{j=n-m}^{n} (-1)^j \binom{n}{m-r} \binom{m-r}{j} f_{r-m-j}(x).
\]

Upon setting \( m = n - r \) and \( m = r - 1 \) in Results 5.5 and 5.6, respectively, we derive the following relations.
Result 5.7. For $1 \leq r \leq n - 1$ and $x \in \mathbb{R}$,

$$
fr:n(x) = \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \binom{n}{j} j_{j:j}(x). \tag{38}
$$

Result 5.8. For $2 \leq r \leq n$ and $x \in \mathbb{R}$,

$$
fr:n(x) = \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \binom{n}{j} j_{1:j}(x).
$$

Remark 5.9. Results 5.7 and 5.8 are both very useful as they express the distribution of the $r$-th order statistic arising from $n$ variables in terms of the distributions of the largest and smallest order statistics arising from $n$ variables or less, respectively. We, therefore, note once again from Results 5.7 and 5.8 that we just need the distribution of a single order statistic (either the largest or the smallest) arising from $n$ variables in order to determine the distributions of the remaining $n - 1$ order statistics, given the distributions of order statistics arising from at most $n - 1$ variables. This agrees with the comment made earlier in Remark 5.3, which is only to be expected as both Results 5.7 and 5.8 could be derived by repeated application of Result 5.2 as shown in [11, 40]. This was observed in [60, 90] for the IID case.

Theorem 5.10. If any one of Results 5.2, 5.7, or 5.8 is used in the computation of single distributions (or single moments) of order statistics arising from $n$ INID variables, then the identity given in Result 5.1 will be automatically satisfied and hence should not be applied to check the computational process.

Proof. We shall prove the theorem first by starting with Result 5.7, and the proof for Result 5.8 is quite similar. From (38), we have

$$
\sum_{r=1}^{n-1} fr:n(x) = \sum_{r=1}^{n-1} \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \binom{n}{j} j_{j:j}(x)
= \binom{n}{1} j_{1:1}(x) + \sum_{r=2}^{n-1} \binom{n}{r} j_{r:r}(x) \left\{ \sum_{j=0}^{r-1} (-1)^{r-j} \binom{r-1}{j} \right\}
+ \sum_{j=0}^{n-2} (-1)^{n-1-j} \binom{n-1}{j} j_{n:n}(x)
= \binom{n}{1} j_{1:1}(x) - f_{n:n}(x), \tag{39}
$$

where the last equality follows from the fact that $j_{n:n}(x) \equiv f_{n:n}(x)$ and upon using the combinatorial identities

$$
\sum_{j=0}^{r-1} (-1)^{r-j} \binom{r-1}{j} = 0 \quad \text{and} \quad \sum_{j=0}^{n-2} (-1)^{n-1-j} \binom{n-1}{j} = -1.
$$
Equation (39), when rewritten, gives the identity presented in Result 5.1. This proof was given in [34] for the IID case.

In order to prove the theorem with Result 5.2, consider the relation in (33) and set \( r = 1, r = 2, \ldots, r = n - 1 \), and add the resulting \( n - 1 \) equations, to get

\[
(n - 1) \sum_{r=1}^{n} f_{r:n}(x) = n \sum_{r=1}^{n-1} f_{r,n-1}(x)
\]

or

\[
\frac{1}{n} \sum_{r=1}^{n} f_{r:n}(x) = \frac{1}{n-1} \sum_{r=1}^{n-1} f_{r,n-1}(x) = \cdots = f_{1:1}(x)
\]

which is simply the identity in (32).

Through repeated application of Result 5.2, [14] proved the following relation which was established in [89] for the IID case.

**Result 5.11.** For \( 1 \leq r \leq m \leq n - 1 \) and \( x \in \mathbb{R} \),

\[
\sum_{j=0}^{n-m} \binom{r-1+j}{j} \binom{n-r-j}{n-m-j} f_{r+j:n}(x) = \binom{n}{m} f_{r,m}(x).
\]

**Result 5.12.** For \( n \geq 2 \) and \( x \in \mathbb{R} \),

\[
\sum_{r=1}^{n} \frac{1}{r} f_{r:n}(x) = \sum_{r=1}^{n} \frac{1}{r} f_{1:r}(x)
\]

and

\[
\sum_{r=1}^{n} \frac{1}{n-r+1} f_{r:n}(x) = \sum_{r=1}^{n} \frac{1}{r} f_{r:n}(x).
\]

**Proof.** We shall prove here the identity in (40), and the proof for (41) is quite similar. By using Result 5.8, we can write

\[
\sum_{r=1}^{n} \frac{1}{r} f_{r:n}(x) = \sum_{r=1}^{n} \frac{1}{r} f_{1:r}(x)
\]

\[
\sum_{r=1}^{n} \frac{1}{r} f_{r:n}(x) = \sum_{r=1}^{n} \frac{1}{r} f_{1:r}(x)
\]

\[
\sum_{r=1}^{n} \frac{1}{r} f_{r:n}(x) = \sum_{r=1}^{n} \frac{1}{r} f_{1:r}(x)
\]
The identity in (40) follows readily from (42) upon using the combinatorial identity that
\[ \sum_{j=0}^{r-1} (-1)^j \binom{r-1}{j} / (n-r+1-j) = \frac{1}{n-r+1} \int_0^1 (1-t)^{r-1-j} t^{n-r} \, dt = B(r, n-r+1), \]
where \( B(a, b) = \frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)} \) is the complete beta function.

The above result, established in [70] for the IID case, was proved in [8] for a single-outlier model and in the INID case in [41]. The result has also been extended to the arbitrary case in [23]. The extensions of Joshi’s identities given in [33] for the IID case can also be generalized as follows.

**Result 5.13.** For \( i, j = 1, 2, \ldots \) and \( x \in \mathbb{R} \),
\[
\sum_{r=1}^{n} \frac{1}{(r+i+j-2)(j)} f_{r:n}(x) 
= \frac{1}{(n+i+j-2)(j-1)} \sum_{r=1}^{n} \frac{1}{r} \binom{r+j-2}{j-1} \binom{n-r+i-1}{(i-1)} f_{r:n}(x),
\]
and
\[
\sum_{r=1}^{n} \frac{1}{(n-r+i+j-1)(j)} f_{r:n}(x) 
= \frac{1}{(n+i+j-2)(j-1)} \sum_{r=1}^{n} \frac{1}{r} \binom{r+j-2}{j-1} \binom{n-r+i-1}{(i-1)} f_{r:n}(x);
\]
for \( i = 1, 2, \ldots, \)
\[
\sum_{r=1}^{n} \frac{1}{(r+i-1)(n-r+i)(j)} f_{r:n}(x) 
= \frac{1}{(n+2i-1)(2i-1)} \sum_{r=1}^{n} \frac{1}{r} \binom{r+2i-2}{i-1} (f_{1:r}(x) + f_{r:n}(x));
\]
and for \( i, j = 1, 2, \ldots, \)
\[
\sum_{r=1}^{n} \frac{1}{(r+i-1)(n-r+j)(j)} f_{r:n}(x) 
= \frac{1}{(n+i+j-1)(i+j-1)} \times \sum_{r=1}^{n} \frac{1}{r} \left( \binom{r+i+j-2}{i-1} f_{1:r}(x) + \binom{r+i+j-2}{j-1} f_{r:n}(x) \right),
\]
where
\[ m^{(i)} = \begin{cases} 
  m(m - 1) \cdots (m - i + 1) & \text{for } i = 1, 2, \ldots, \\
  1 & \text{for } i = 0.
\end{cases} \]

The two identities in Result 5.12 may be deduced from (43) and (44) by setting \( i = j = 1 \). A different type of extension of Result 5.12 derived in [14] is presented below.

**Result 5.14.** For \( \ell = 0, 1, \ldots, n - 2 \) and \( x \in \mathbb{R} \),
\[
\sum_{r=\ell+1}^{n} \frac{1}{r} f_{r,n}(x) = \sum_{r=\ell+1}^{n} \frac{1}{r} f_{\ell+1:r}(x) \tag{45}
\]
and
\[
\sum_{r=1}^{n-\ell} \frac{1}{n-r+1} f_{r,n}(x) = \sum_{r=1}^{n-\ell} \frac{1}{r+\ell} f_{r,r+\ell}(x). \tag{46}
\]

**Proof.** We shall prove here the identity in (45), and the proof for (46) is quite similar.

From Result 5.6, upon setting \( m = r - 1 - \ell \) we have
\[
f_{r,n}(x) = \sum_{j=n-r+1+\ell}^{n} (-1)^{j-n+r-1-\ell} \binom{j-1-\ell}{n-r} \binom{n}{r} \int_{\ell+1:j}(x)
\]
\[
= \sum_{j=0}^{r-1-\ell} (-1)^{r-1-\ell-j} \binom{n-1-\ell-j}{n-r} \binom{n}{r} \int_{\ell+1:n-j}(x). \tag{47}
\]

Upon making use of the expression of \( f_{r,n}(x) \) in (47) and rewriting, we get
\[
\sum_{r=\ell+1}^{n} \frac{1}{r} f_{r,n}(x) = \sum_{r=\ell+1}^{n} C_{r} \binom{n}{r} f_{\ell+1:r}(x), \tag{48}
\]
where the coefficients \( C_{r} (\ell + 1 \leq r \leq n) \) are given by
\[
C_{\ell+1:s} = \sum_{j=n-s}^{n} (-1)^{j-n+s} \frac{1}{j} \binom{s}{n-j} \binom{j-1}{\ell}
\]
\[
= \sum_{j=n-s}^{n} (-1)^{j-n+s} \binom{s}{n-j} B(\ell + 1, j - \ell)
\]
\[
= \sum_{j=0}^{s} (-1)^{s-j} \binom{s}{j} B(\ell + 1, n - j - \ell)
\]
\[
= \int_{0}^{1} t^s \ell^t (1-t)^{n-\ell-s-1} dt
\]
\[
= B(\ell + s + 1, n - \ell - s).
\]
The identity in (45) follows readily if we substitute the above expression of \( C_r \) in (48).

Proceeding in an analogous manner, the following identities have been established in [14].

**Result 5.15.** For \( \ell_1, \ell_2 \geq 0, \ell_1 + \ell_2 \leq n - 1, \) and \( x \in \mathbb{R} \),

\[
\sum_{r=\ell_1+1}^{n-\ell_2} \frac{1}{r} f_{r,n}(x) = \sum_{r=\ell_1+1}^{n-\ell_2} \frac{1}{r + \ell_2} f_{r+1,r+\ell_2}(x)
+ \sum_{r=\ell_1+1}^{n-\ell_2} \left( \frac{1}{r - \ell_2} - \frac{1}{r + \ell_2} \right) f_{r+1,r+\ell_2}(x)
\]

and

\[
\sum_{r=\ell_1+1}^{n-\ell_2} \frac{1}{n - r + 1} f_{r,n}(x) = \sum_{r=\ell_1+1}^{n-\ell_2} \frac{1}{r + \ell_2} f_{r+1,r+\ell_2}(x)
+ \sum_{r=\ell_1+1}^{n-\ell_2} \left( \frac{1}{r - \ell_2} - \frac{1}{r + \ell_2} \right) f_{r+1,r+\ell_2}(x).
\]

When \( X_i \)'s are IID with distribution function \( F(x) \), [58] presented the relations

\[
F_{r,n}(x) = F_{r+1,n}(x) + \binom{n}{r} \{F(x)\}^r \{1 - F(x)\}^{n-r}
\]

and

\[
F_{r,n}(x) = F_{r,n-1}(x) + \binom{n-1}{r-1} \{F(x)\}^r \{1 - F(x)\}^{n-r}
\]

wherein analogous results are also presented for the single-outlier model. The generalizations of these results to the INID case, as proved in [40], are presented below.

**Result 5.16.** For \( 1 \leq r \leq n - 1 \) and \( x \in \mathbb{R} \),

\[
F_{r,n}(x) = F_{r+1,n}(x) + \binom{n}{r} \frac{1}{n!} \text{Per} \left( \begin{bmatrix} F \\ 1-F \end{bmatrix} \right)^r n-r
\]

and

\[
F_{r,n}(x) = F_{r,n-1}(x) + \binom{n-1}{r-1} \frac{1}{n!} \text{Per} \left( \begin{bmatrix} F \\ 1-F \end{bmatrix} \right)^r n-r.
\]
Proof. The relation in (49) follows quite simply from (15) by writing

\[
F_{r,n}(x) = \sum_{i=r}^{n} \frac{1}{i!(n-i)!} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i \\
= \sum_{i=r+1}^{n} \frac{1}{i!(n-i)!} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i \\
+ \frac{1}{r!(n-r)!} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{r} n-r \\
= F_{r+1,n}(x) + \binom{n}{r} \frac{1}{n!} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{r} n-r.
\]

Next, in order to prove the relation in (50) let us consider

\[
n! F_{r,n}(x) = \sum_{i=r}^{n} \binom{n}{i} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i \\
= \sum_{i=r}^{n} \left\{ \binom{n-1}{i-1} + \binom{n-1}{i} \right\} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i \\
= \binom{n-1}{r-1} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{r} n-r \\
+ \sum_{i=r}^{n-1} \binom{n-1}{i} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i+1} n-i-1 \\
+ \sum_{i=r}^{n-1} \binom{n-1}{i} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i \\
= \binom{n-1}{r-1} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{r} n-r \\
+ \sum_{i=r}^{n-1} \binom{n-1}{i} \sum_{|S|=n-1} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i-1 [S] \cdot F[S^c] \\
+ \sum_{i=r}^{n-1} \binom{n-1}{i} \sum_{|S|=n-1} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i-1 [S] \cdot (1-F)[S^c] \\
= \binom{n-1}{r-1} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{r} n-r \\
+ \sum_{i=r}^{n-1} \binom{n-1}{i} \sum_{|S|=n-1} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{i} n-i-1 [S] \\
= \binom{n-1}{r-1} \text{Per} \left( \begin{pmatrix} F \\ 1-F \end{pmatrix} \right)_{r} n-r + (n-1)! \sum_{|S|=n-1} F_{r,S}(x). \quad (51)
\]
In the above, $F[S^n]$ denotes the distribution function of the $X$-variable corresponding to the index $\{1, 2, \ldots, n\} \setminus S$ (viz., $S^c$). The relation in (50) then follows readily upon simplifying (51).

5.3. Relations for pairs of order statistics

In this section, we establish several recurrence relations and identities satisfied by joint distributions of pairs of order statistics. These generalize many well-known results for order statistics in the IID case discussed in detail in [5, 6, 53, 57]. For a review of all these results, one may refer to [18, 44]. Even though most of the results in this section are presented in terms of joint densities or distribution functions, they hold equally well for the product moments (if they exist) of order statistics.

For convenience, let us denote
\[ R^n_U = \{ (x, y) : -\infty < x \leq y < \infty \}, \quad R^n_L = \{ (x, y) : -\infty < y < x < \infty \}, \]
and
\[ R^n = R^n_U \cup R^n_L = \{ (x, y) : -\infty < x < \infty, -\infty < y < \infty \}. \]
One may then note that the product moment of $X_{r:n}$ and $X_{s:n}$ can be written as
\[ E(X_{r:n} X_{s:n}) = \iint_{R^n_U} xy f_{r,s:n}(x, y) \, dx \, dy, \quad 1 \leq r < s \leq n, \]
and more generally
\[ E\{g_1(X_{r:n}) g_2(X_{s:n})\} = \iint_{R^n_U} g_1(x) g_2(y) f_{r,s:n}(x, y) \, dx \, dy, \quad 1 \leq r \leq s \leq n, \]
where $f_{r,s:n}(x, y)$ is as given in (13).

Result 5.17. For $n \geq 2$,
\[ \sum_{r=1}^{n} \sum_{s=1}^{n} E(X_{r:n} X_{s:n}) = \sum_{i=1}^{n} \text{Var}(X_i) + \left( \sum_{i=1}^{n} E(X_i) \right)^2. \quad (52) \]

Proof. By starting with the identity
\[ \sum_{r=1}^{n} \sum_{s=1}^{n} X_{r:n} X_{s:n} = \sum_{i=1}^{n} \sum_{j=1}^{n} X_i X_j = \sum_{i=1}^{n} X_i^2 + \sum_{i \neq j} X_i X_j \]
and taking expectation on both sides, we get
\[ \sum_{r=1}^{n} \sum_{s=1}^{n} E(X_{r:n} X_{s:n}) = \sum_{i=1}^{n} E(X_i^2) + \sum_{i \neq j} E(X_i) E(X_j) \]
\[ = \sum_{i=1}^{n} \{ \text{Var}(X_i) + [E(X_i)]^2 \} + \sum_{i \neq j} E(X_i) E(X_j) \]
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which gives the identity in (52).

\textbf{Result 5.18.} For \( n \geq 2 \),

\[ \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} E(X_{r:n}X_{s:n}) = \frac{1}{2} \left\{ \left[ \sum_{i=1}^{n} E(X_i) \right]^2 - \sum_{i=1}^{n} [E(X_i)]^2 \right\}. \]  

(53)

\textit{Proof.} Since

\[ \sum_{r=1}^{n-1} \sum_{s=1}^{n} E(X_{r:n}X_{s:n}) = \sum_{r=1}^{n} E(X_{r:n}^2) + 2 \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} E(X_{r:n}X_{s:n}), \]

and

\[ \sum_{r=1}^{n} E(X_{r:n}^2) = \sum_{i=1}^{n} E(X_i^2), \]

the identity in (53) follows easily.

\textbf{Result 5.19 (Tetrahedron Rule).} For \( 2 \leq r < s \leq n \) and \((x, y) \in \mathbb{R}^2_0\),

\[ (r - 1) f_{r,s:n}(x, y) + (s - r) f_{r-1,s:n}(x, y) + (n - s + 1) f_{r-1,s-1:n}(x, y) = n f_{r-1,s-1:n-1}(x, y). \]  

(54)

\textit{Proof.} By considering the expression of \( (r - 1) f_{r,s:n}(x, y) \) from (13) and expanding the permanent by its first row, we get

\[ (r - 1) f_{r,s:n}(x, y) = \sum_{i=1}^{n} F_i(x) f_{r-1,s-1:n-1}^{[i]}(x, y). \]  

(55)

Next, by considering the expression of \( (s - r) f_{r-1,s:n}(x, y) \) from (13) and expanding the permanent by its \( r \)-th row, we get

\[ (s - r) f_{r-1,s:n}(x, y) = \sum_{i=1}^{n} \{ F_i(y) - F_i(x) \} f_{r-1,s-1:n-1}^{[i]}(x, y). \]  

(56)

Finally, by considering the expression of \( (n - s + 1) f_{r-1,s-1:n}(x, y) \) from (13) and expanding the permanent by its last row, we get

\[ (n - s + 1) f_{r-1,s-1:n}(x, y) = \sum_{i=1}^{n} \{ 1 - F_i(y) \} f_{r-1,s-1:n-1}^{[i]}(x, y). \]  

(57)

Upon adding (55), (56), and (57), we get the recurrence relation in (54).
Remark 5.20. It is easy to note that Result 5.19 will enable one to determine all the joint distributions of pairs of order statistics with the knowledge of \( n - 1 \) suitably chosen ones like, for example, the distributions of contiguous order statistics \( f_{r,r+1:n}(x,y) \) (\( 1 \leq r \leq n - 1 \)). This bound can be improved as shown in Theorem 5.30. For the IID case, Result 5.19 was proved in [60], and in its general INID form in [11, 40].

By repeated application of Result 5.19, the following three recurrence relations can be proved as shown in [23].

Result 5.21. For \( 1 \leq r < s \leq n \) and \((x,y) \in \mathbb{R}_n^2\),

\[
f_{r,s:n}(x,y) = \sum_{i=r}^{s-1} \sum_{j=n-s+i+1}^{n} (-1)^{i+n-r-s+1} \binom{i-1}{r-1} \binom{j-i-1}{n-s} \binom{n}{j} f_{i,i+1:j}(x,y),
\]

\[
f_{r,s:n}(x,y) = \sum_{i=s-r}^{n-r} \sum_{j=n-s+i+1}^{n} (-1)^{n-j-r+1} \binom{i-1}{s-r-1} \binom{j-i-1}{n-s} \binom{n}{j} f_{i+1,i+1:j}(x,y),
\]

\[
f_{r,s:n}(x,y) = \sum_{i=s-r}^{n-r} \sum_{j=n-s+i+1}^{n} (-1)^{s+j} \binom{i-1}{s-r-1} \binom{j-i-1}{r-1} \binom{n}{j} f_{j-i,j+1:n}(x,y).
\]

Theorem 5.22. If either Result 5.19 or 5.21 is used in the computation of product moments of pairs of order statistics arising from \( n \) INID variables, then the identities in Results 5.17 and 5.18 will be automatically satisfied and hence should not be applied to check the computational process.

Proof. We shall prove the theorem by starting with Result 5.19 and the proof for 5.21 is very similar. From (54), upon setting \( r = 2, s = 3, 4, \ldots, n, r = 3, s = 4, 5, \ldots, n, \ldots, \) and \( r = n - 1, s = n, \) and adding the resulting \( \binom{n-1}{2} \) equations, we get

\[
\sum_{i=1}^{n-1} \sum_{j=r+1}^{n} E(X_{r:n} X_{s:n}) = \frac{1}{n-2} \sum_{i=1}^{n-1} \sum_{j=r+1}^{n} E(X_{r:n-1} X_{s:n-1}).
\]

By repeating this process, we obtain the identity in Result 5.18 which proves the theorem.

The above theorem was proved in [34] for the IID case, and in [18] in the INID case.

Result 5.23. For \( 1 \leq r < s \leq m \leq n - 1 \) and \((x,y) \in \mathbb{R}_n^2\),

\[
\sum_{j=0}^{n-m} \sum_{k=j}^{n-m} \binom{r-1+j}{j} \binom{s-r-1+k-j}{k-j} \binom{n-s-k}{n-m-k} f_{r+1,s+k:n}(x,y)
\]

\[
= \binom{n}{m} f_{r,s:m}(x,y).
\]
This result can be proved by repeated application of the recurrence relation in (54). Note that Result 5.19 is a special case of this result when \( m = n - 1 \).

**Result 5.24.** For \( n \geq 2 \) and \((x, y) \in \mathbb{R}_+^2\),

\[
\begin{align*}
\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{r} f_{r,s;n}(x,y) &= n \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{(s-1)s} f_{1,r+1;s}(x,y), \\
\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{s-r} f_{r,s;n}(x,y) &= n \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{(s-1)s} f_{r,r+1;s}(x,y),
\end{align*}
\]

and

\[
\begin{align*}
\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} n - s + 1 f_{r,s;n}(x,y) &= n \sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \frac{1}{(s-1)s} f_{r,s;s}(x,y).
\end{align*}
\]

These identities are bivariate extensions of Joshi's identities and were established in [23]. They can be proved along the lines of Result 5.12.

**Result 5.25.** For \( 1 \leq r < s \leq n \),

\[
E(X_{r:n}X_{s:n}) + \sum_{j=0}^{r-1} \sum_{k=0}^{n-s} (-1)^{n-j} \binom{j+k}{j} \sum_{|S|=n-j-k} E(X_{n-s-k+1:S}X_{n-r-k+1:S})
\]

\[
= \sum_{j=1}^{s-r} (-1)^{s-r-j} \binom{s-1-j}{r-1} \sum_{|S|=s-j} E(X_{s-j:S}) E(X_{j:S'}). \quad (58)
\]

**Proof.** For \( 1 \leq r < s \leq n \), let us consider

\[
I = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} xy \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ F(y) \\ f(y) \\ 1 - F(y) \end{array} \right) \text{Per} \left( \begin{array}{c} r-1 \\ 1 \\ s-r-1 \\ j \\ n-s \end{array} \right) dy \ dx \quad (59)
\]

\[
= \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{j=0}^{s-r-1} (-1)^{s-r-1-j} \binom{s-r-1-j}{j} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} xy \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ F(y) \\ f(y) \\ 1 - F(y) \end{array} \right) \text{Per} \left( \begin{array}{c} r-1 \\ 1 \\ j \\ n-s \end{array} \right) dy \ dx
\]
\[ \begin{align*}
&= \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{j=0}^{s-r-1} (-1)^{s-r-1-j} \binom{s-r-1}{j} \\
&\times \sum_{|S|=s-j-1} \int_{-\infty}^{\infty} x \Per \left( F(x) f(x) \right) \text{ s } j \text{ } [S] \text{ } dx \\
&\times \int_{-\infty}^{\infty} y \Per \left( \frac{F(y)}{1-F(y)} \right) \text{ s } j \text{ } [S] \text{ } dy \\
\end{align*} \]

which, when simplified gives the R.H.S. of (58).

Alternatively, by noting that \( \mathbb{R}^2 = \mathbb{R}^2_U \cup \mathbb{R}^2_L \), we can write from (59) that

\[ I = E(X_{r:n}X_{s:n}) + J, \quad (60) \]

where

\[ J = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \int_{\mathbb{R}^2_L} \int xy \Per \left( \begin{array}{c}
\frac{F(x)}{1-F(x)} \\
\frac{F(y)}{1-F(y)}
\end{array} \right) \text{ s } j \text{ } n-s \text{ } dx \text{ } dy. \]

Upon writing the first \( r-1 \) rows in terms of \( 1-F(x) \) and the last \( n-s \) rows in terms of \( F(y) \), we get

\[ J = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{j=0}^{r-1} \sum_{k=0}^{n-s} (-1)^{n-j-k} \binom{r-1}{j} \binom{n-s}{k} \\
\times \int_{\mathbb{R}^2_L} \int xy \Per \left( \begin{array}{c}
\frac{1}{F(x)} \\
F(x)
\end{array} \right) \text{ s } j \text{ } n-s-k \text{ } dx \text{ } dy \\
\times \int_{\mathbb{R}^2_L} \int xy \Per \left( \begin{array}{c}
\frac{F(y)}{1-F(y)} \\
1-F(x)
\end{array} \right) \text{ s } n-s-k \text{ } r-1-j \text{ } dx \text{ } dy \]

\[ = \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{j=0}^{r-1} \sum_{k=0}^{n-s} (-1)^{n-j-k} \binom{r-1}{j} \binom{n-s}{k} \\
\times \int_{\mathbb{R}^2_L} \int xy \Per \left( \begin{array}{c}
\frac{F(y)}{1-F(y)} \\
F(x)
\end{array} \right) \text{ s } n-s-k \text{ } r-1-j \text{ } dx \text{ } dy \\
\times \sum_{|S|=n-j-k} (j+k)! \int_{\mathbb{R}^2_L} \int xy \Per \left( \begin{array}{c}
\frac{F(x)-F(y)}{1-F(x)} \\
F(x)
\end{array} \right) \text{ s } r-1 \text{ } dx \text{ } dy \]

which, when simplified gives the R.H.S. of (58).
\[ \frac{1}{(r - 1)! (s - r - 1)! (n - s)!} \sum_{j=0}^{r-1} \sum_{k=0}^{n-s} (-1)^{n-j-k} \binom{r-1}{j} \binom{n-s}{k} \times \sum_{|S|=n-j-k} (j + k)! (n - s - k)! (s - r - 1)! (r - 1 - j)! \times E(X_{n-s-k+1:S} X_{n-r-k+1:S}) \]

which, when simplified and substituted in (60), yields the L.H.S. of (58). Hence, the result.

Upon setting \( s = r + 1 \) in (58), we obtain the following result.

**Result 5.26.** For \( r = 1, 2, \ldots, n - 1 \),

\[ E(X_{r:n} X_{r+1:n}) + (-1)^n E(X_{n-r:n} X_{n-r+1:n}) \]

\[ = \sum_{j=0}^{r-1} \sum_{k=1}^{n-r-1} (-1)^{n+1-j-k} \binom{r+1}{j} \binom{n-r-1}{k} \sum_{|S|=n-j-k} E(X_{n-r-k:S} X_{n-r-k+1:S}) \]

\[ + \sum_{j=1}^{n-r+1-j} \sum_{|S|=n-j} E(X_{n-r:S} X_{n-r+1:S}) + \sum_{|S|=r} E(X_{r:S} E(X_{1:Sr})). \]

Similarly, upon setting \( s = n - r + 1 \) in (58), we obtain the following result.

**Result 5.27.** For \( r = 1, 2, \ldots, \lfloor n/2 \rfloor \),

\[ \{1 + (-1)^n\} E(X_{r:n} X_{n-r+1:n}) \]

\[ = \sum_{j=0}^{r-1} \sum_{k=1}^{n-r-1} (-1)^{n+1-j-k} \binom{r+1}{j} \binom{n-r-1}{k} \sum_{|S|=n-j-k} E(X_{n-r-k:S} X_{n-r-k+1:S}) \]

\[ + \sum_{j=1}^{n-r+1-j} \sum_{|S|=n-j} E(X_{r:S} X_{n-r+1:S}) \]

\[ + \sum_{j=1}^{n-r+1-j} \binom{n-r-1}{j} \sum_{|S|=n-r+1-j} E(X_{n-r+1-j:S} E(X_{j:Sr})). \]  \( (61) \)

In particular, upon setting \( n = 2m \) and \( r = 1 \) in (61), we obtain the following relation.

**Result 5.28.** For \( m = 1, 2, \ldots, \)

\[ 2 E(X_{1:2m} X_{2m:2m}) = \sum_{j=1}^{2m-1} (-1)^{j-1} \sum_{|S|=2m-j} E(X_{2m-j:S} E(X_{j:Sr})). \]
Similarly, upon setting \( n = 2m \) and \( r = m \) in (61), we obtain the following relation.

**Result 5.29.** For \( m = 1, 2, \ldots \),

\[
2 \mathbb{E}(X_{m:2m}X_{m+1:2m}) = \sum_{j=0}^{m-1} \sum_{k=1}^{m-1} (-1)^{j+k-1} \binom{j+k}{j} \sum_{|S|=2m-j-k} \mathbb{E}(X_{m-k:S}X_{m-k+1:S})
\]

\[
+ \sum_{j=1}^{m-1} (-1)^{j-1} \sum_{|S|=2m-j} \mathbb{E}(X_{m:S}X_{m+1:S}) + \sum_{|S|=m} \mathbb{E}(X_{m:S}) \mathbb{E}(X_{1:S}).
\]

**Theorem 5.30.** In order to find the first two single moments and the product moments of all order statistics arising from \( n \) INID variables, given these moments of order statistics arising from \( n-1 \) and less INID variables (for all subsets of the \( n \) variables), one needs to find at most two single moments and \((n-2)/2\) product moments when \( n \) is even, and two single moments and \((n-1)/2\) product moments when \( n \) is odd.

**Proof.** In view of Remark 5.3 or 5.9, it is sufficient to find two single moments in order to compute the first two single moments of all order statistics, viz., \( \mathbb{E}(X_{r:n}) \) and \( \mathbb{E}(X_{r:n}^2) \) for \( r = 1, 2, \ldots, n \). Also, as pointed out in Remark 5.20, the knowledge of \( n-1 \) immediate upper-diagonal product moments \( \mathbb{E}(X_{r:n}X_{r+1:n}) \), \( 1 \leq r \leq n-1 \), is sufficient for the calculation of all the product moments. For even values of \( n \), say \( n = 2m \), Results 5.26 and 5.29 imply that the knowledge of \((n-2)/2 = m-1\) of the immediate upper-diagonal product moments, viz., \( \mathbb{E}(X_{r:2m}X_{r+1:2m}) \) for \( r = 1, 2, \ldots, m-1 \), is sufficient for the determination of all the product moments. Finally, for odd values of \( n \), say, \( n = 2m+1 \), Result 5.26 implies that the knowledge of \((n-1)/2 = m\) of the immediate upper-diagonal product moments, viz., \( \mathbb{E}(X_{r:2m+1}X_{r+1:2m+1}) \) for \( r = 1, 2, \ldots, m \), is sufficient for the computation of all the product moments.

**Remark 5.31.** It is of interest to mention here that the bounds established for the number of single and product moments while determining the means, variances and covariances of order statistics arising from \( n \) INID variables are exactly the same as the bounds established in [73] for the IID case; see also [5].

### 5.4. Relations for covariances of order statistics

In this section, we establish several recurrence relations and identities satisfied by the covariances of order statistics. These generalize several well-known results on covariances of order statistics in the IID case discussed in detail in [5].

**Result 5.32.** For \( n \geq 2 \),

\[
\sum_{r=1}^{n} \sum_{s=1}^{n} \text{Cov}(X_{r:n}, X_{s:n}) = \sum_{i=1}^{n} \text{Var}(X_i).
\]

(62)
Proof. By writing
\[ \sum_{r=1}^{n} \sum_{s=1}^{n} \text{Cov}(X_{r,n}, X_{s,n}) = \sum_{r=1}^{n} \sum_{s=1}^{n} E(X_{r,n} X_{s,n}) - \sum_{r=1}^{n} E(X_{r,n}) \sum_{r=1}^{n} E(X_{s,n}) \]
and then using Result 5.17 on the R.H.S., we get the identity in (62).

Result 5.33. For \( 2 \leq r < s \leq n \),
\[
(r - 1) \text{Cov}(X_{r,n}, X_{s,n}) + (s - r) \text{Cov}(X_{r-1:n}, X_{s:n}) + (n - s + 1) \text{Cov}(X_{r-1:n}, X_{s-1:n})
\]
\[
= \sum_{i=1}^{n} \text{Cov}(X_{r-1:n-1}^{[i]}, X_{s-1:n-1}^{[i]})
\]
\[
+ \sum_{i=1}^{n} \{ E(X_{r-1:n-1}^{[i]}) - E(X_{r-1:n}) \} \{ E(X_{s-1:n-1}^{[i]}) - E(X_{s:n}) \}. \tag{63}
\]

Proof. Using Result 5.19, we have for \( 2 \leq r < s \leq n \)
\[
(r - 1) \text{Cov}(X_{r:n}, X_{s:n}) + (s - r) \text{Cov}(X_{r-1:n}, X_{s:n}) + (n - s + 1) \text{Cov}(X_{r-1:n}, X_{s-1:n})
\]
\[
= \sum_{i=1}^{n} \text{Cov}(X_{r-1:n-1}^{[i]}, X_{s-1:n-1}^{[i]}) + \sum_{i=1}^{n} E(X_{r-1:n-1}^{[i]}) E(X_{s-1:n-1}^{[i]})
\]
\[
- (r - 1) E(X_{r:n}) E(X_{s:n}) - (s - r) E(X_{r-1:n}) E(X_{s:n})
\]
\[
- (n - s + 1) E(X_{r-1:n}) E(X_{s-1:n})
\]
\[
= \sum_{i=1}^{n} \text{Cov}(X_{r-1:n-1}^{[i]}, X_{s-1:n-1}^{[i]}) + \sum_{i=1}^{n} E(X_{r-1:n-1}^{[i]}) E(X_{s-1:n-1}^{[i]})
\]
\[
- E(X_{s:n}) \{(r - 1) E(X_{r:n}) + (n - r + 1) E(X_{r-1:n}) \}
\]
\[
- (n - s + 1) E(X_{r-1:n}) \{ E(X_{s-1:n}) - E(X_{s:n}) \}
\]
\[
= \sum_{i=1}^{n} \text{Cov}(X_{r-1:n-1}^{[i]}, X_{s-1:n-1}^{[i]}) + \sum_{i=1}^{n} E(X_{r-1:n-1}^{[i]}) E(X_{s-1:n-1}^{[i]})
\]
\[
- E(X_{s:n}) \sum_{i=1}^{n} E(X_{r-1:n-1}^{[i]}) - E(X_{r-1:n}) \sum_{i=1}^{n} \{ E(X_{s-1:n-1}^{[i]}) - E(X_{s:n}) \}
\]
upon using Result 5.2. The relation in (63) is derived by simplifying the above equation.

The above result was established in its general form in [12].
**Result 5.34.** For $1 \leq r \leq n - 1$ and $1 \leq \ell \leq n - r$,

\[
\sum_{k=r+1}^{n-\ell+1} \binom{n-k}{\ell-1} E(X_{r:n}X_{k:n}) + \sum_{j=1}^{r} \sum_{k=r+1}^{n+\ell} \binom{k-j-1}{k-r-1} \binom{n-k}{n-\ell-r} E(X_{j:n}X_{k:n})
\]

\[
= \sum_{|S|=n-\ell} E(X_{r:S})E(X_{1:S^c}). \quad (64)
\]

**Proof.** For $1 \leq r \leq n - 1$ and $1 \leq \ell \leq n - r$, let us consider

\[
I = \frac{1}{(r-1)!(\ell-1)!(n-r-\ell)!} \times \int_{\mathbb{R}^2} xy \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ 1 - F(x) \\ f(y) \\ 1 - F(y) \end{array} \right)_{r-1} \cdot_{\ell-1} \, dx \, dy
\]

\[
= \frac{1}{(r-1)!(\ell-1)!(n-r-\ell)!} \times \sum_{|S|=n-\ell} \int_{-\infty}^{\infty} x \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ 1 - F(x) \end{array} \right)_{r-1} \cdot_{\ell-1} |S| \, dx
\]

\[
\times \int_{-\infty}^{\infty} y \text{Per} \left( \begin{array}{c} f(y) \\ 1 - F(y) \end{array} \right)_{1} \cdot_{\ell-1} |S^c| \, dy,
\]

which, when simplified, yields the R.H.S. of (64).

Alternatively, by noting that $\mathbb{R}^2 = \mathbb{R}^2_U \cup \mathbb{R}^2_L$ we may write $I$ in (65) as

\[
I = J_1 + J_2,
\]

where $J_1$ and $J_2$ have the same expressions as $I$ in (65) with the integration being over the regions $\mathbb{R}^2_U$ and $\mathbb{R}^2_L$ (instead of $\mathbb{R}^2$), respectively. By considering the expression for $J_1$ and writing $1 - F(x)$ as $(F(y) - F(x)) + (1 - F(y))$, we get

\[
J_1 = \frac{1}{(r-1)!(\ell-1)!(n-r-\ell)!} \times \sum_{j=0}^{n-r-\ell} \binom{n-r-\ell}{j} \int_{\mathbb{R}^2_U} xy \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ F(y) - F(x) \\ f(y) \\ 1 - F(y) \end{array} \right)_{r-1} \cdot_{j} \cdot_{n-r-1-j} \, dx \, dy,
\]
which, when simplified, gives the first term on the L.H.S. of (64). Similarly, by considering the expression for $J_2$ and writing $F(x)$ as $F(y) + (F(x) - F(y))$ and $1 - F(y)$ as $(F(x) - F(y)) + (1 - F(x))$, we get

$$J_2 = \frac{1}{(r-1)!\{(\ell-1)!\{(n-r-\ell)!\}} \sum_{j=0}^{r-1} \sum_{k=0}^{\ell-1} \binom{r-1}{j} \binom{\ell-1}{k}$$

$$\times \int \int_{R^2} \text{Per} \left( \begin{array}{c} F(y) \\ f(y) \\ \{ j \} \\ \{ 1 \} \\ F(x) - F(y) \\ f(x) \\ \{ r-1-j+k \} \\ \{ 1 \} \\ 1 - F(x) \\ \{ n-r-k \} \end{array} \right) \ dx \ dy,$$

which, when simplified, gives the second term on the L.H.S. of (64). Hence, the result.

Upon setting $r = 1$ in (64), we obtain the following result.

**Result 5.35.** For $1 \leq \ell \leq n-1$,

$$\sum_{k=2}^{n-\ell+1} \binom{n-k}{\ell-1} E(X_{1:n}X_{k:n}) + \sum_{k=2}^{\ell+1} \binom{n-k}{n-\ell-1} E(X_{1:n}X_{k:n})$$

$$= \sum_{|S|=n-\ell} E(X_{1:S}) E(X_{1:S^c}). \quad (66)$$

**Remark 5.36.** If we replace $\ell$ by $n - \ell$ in Result 5.35, the relation in (66) remains unchanged and, therefore, there are exactly $[n/2]$ equations in $n-1$ product moments, viz., $E(X_{1:n}X_{s:n})$ for $s = 2, 3, \ldots, n$. For even values of $n$, there are $n/2$ equations in $n-1$ unknowns and hence a knowledge of $(n-2)/2$ of these product moments is sufficient. For odd values of $n$, there are $(n-1)/2$ equations in $n-1$ unknowns and hence a knowledge of $(n-1)/2$ of these product moments is sufficient. These are exactly the same bounds as presented in Theorem 5.30 which is not surprising since the product moments $E(X_{1:n}X_{s:n})$, for $s = 2, 3, \ldots, n$, are also sufficient for the determination of all the product moments through Result 5.19.

Upon setting $\ell = 1$ in (64), we obtain the following result.

**Result 5.37.** For $1 \leq r \leq n-1$,

$$\sum_{k=r+1}^{n} E(X_{r:n}X_{k:n}) + \sum_{j=1}^{r} E(X_{j:n}X_{r+1:n}) = \sum_{|S|=n-1} E(X_{1:S}) E(X_{1:S^c}).$$

Similarly, upon setting $\ell = n - r$ in (64), we obtain the following result.
Result 5.38. For $1 \leq r \leq n - 1$,

$$E(X_{r:n}X_{r+1:n}) + \sum_{j=1}^{r} \sum_{k=r+1}^{n} \binom{k-j-1}{k-r-1} E(X_{j:n}X_{k:n})$$

$$= \sum_{|S|=r} E(X_{r:S})E(X_{1:S^c}).$$

Result 5.39. For $1 \leq r \leq n - 1$,

$$\sum_{k=r+1}^{n} \text{Cov}(X_{r:n}, X_{k:n}) + \sum_{j=1}^{r} \text{Cov}(X_{j:n}, X_{r+1:n})$$

$$= \sum_{|S|=n-1} \{E(X_{r:S}) - E(X_{r:n})\} E(X_{1:S^c})$$

$$- \sum_{j=1}^{r} \{E(X_{j:n})\} \{E(X_{r+1:n}) - E(X_{r:n})\}. \quad (67)$$

Proof. From Result 5.37, we have for $1 \leq r \leq n - 1$

$$\sum_{k=r+1}^{n} \text{Cov}(X_{r:n}, X_{k:n}) + \sum_{j=1}^{r} \text{Cov}(X_{j:n}, X_{r+1:n})$$

$$= \sum_{|S|=n-1} E(X_{r:S})E(X_{1:S^c}) - E(X_{r:n}) \sum_{k=r+1}^{n} E(X_{k:n})$$

$$- E(X_{r+1:n}) \sum_{j=1}^{r} E(X_{j:n})$$

$$= \sum_{|S|=n-1} E(X_{r:S})E(X_{1:S^c}) - E(X_{r:n}) \sum_{i=1}^{n} E(X_i)$$

$$- \{E(X_{r+1:n}) - E(X_{r:n})\} \sum_{j=1}^{r} E(X_{j:n})$$

from which the relation in (67) follows directly. 

Upon setting $r = 1$ in (67), we obtain the following result.
Result 5.40. For \( n \geq 3 \),

\[
2 \text{Cov}(X_{1:n}, X_{2:n}) + \sum_{k=3}^{n} \text{Cov}(X_{1:n}, X_{k:n})
= \sum_{|S|=n-1} \{E(X_{1:S}) - E(X_{1:n})\} E(X_{1:S^c})
- E(X_{1:n})\{E(X_{2:n}) - E(X_{1:n})\}.
\]

Upon setting \( r = n - 1 \) in (67), we obtain the following result.

Result 5.41. For \( n \geq 3 \),

\[
\sum_{j=1}^{n-2} \text{Cov}(X_{j:n}, X_{n:n}) + 2 \text{Cov}(X_{n-1:n}, X_{n:n})
= \sum_{|S|=n-1} \{E(X_{n-1:S}) - E(X_{n-1:n})\} E(X_{1:S^c})
- \{E(X_{n:n}) - E(X_{n-1:n})\} \left\{ \sum_{i=1}^{n} E(X_i) - E(X_{n:n}) \right\}.
\]

5.5. Results for the symmetric case

In this section, we consider the special case when the variables \( X_i (i = 1, 2, \ldots, n) \) are all symmetric about zero and present some recurrence relations and identities satisfied by the single and the product moments of order statistics. These results enable us to determine improved bounds (than the ones presented in Theorem 5.30) for the number of the single and the product moments to be determined for the calculation of means, variances and covariances of order statistics arising from \( n \) INID variables, assuming these quantities to be known for order statistics arising from \( n - 1 \) (and less) variables (for all subsets of the \( n \) \( X_i \)'s). These results generalize several well-known results for the IID case developed in [60,68,73], and presented in detail in [5,53].

As already shown in section 4.3, when the \( X_i \)'s are all symmetric about zero, then \(-X_{r:n} \sim X_{n-r+1:n}\) and \((-X_{s:n}, -X_{r:n}) \sim (X_{n-r+1:n}, X_{n-s+1:n})\). From these distributional relations, it is clear that

\[
E(X_{r:n}^k) = (-1)^k E(X_{n-r+1:n}^k),
\]
\[
E(X_{r:n}X_{s:n}) = E(X_{n-s+1:n}X_{n-r+1:n}),
\]
\[
\text{Var}(X_{r:n}) = \text{Var}(X_{n-r+1:n}),
\]
and

\[
\text{Cov}(X_{r:n}, X_{s:n}) = \text{Cov}(X_{n-s+1:n}, X_{n-r+1:n}).
\]
Result 5.42. For \( m \geq 1 \) and \( k = 1, 2, \ldots \),
\[
E(X_{m:2m-1}^{[i]k}) = 0 \quad \text{for odd values of } k \tag{70}
\]
and
\[
E(X_{m:2m}^k) = \frac{1}{2m} \sum_{i=1}^{2m} E(X_{m:2m-1}^{[i]k}) \quad \text{for even values of } k. \tag{71}
\]

Proof. Equation (70) follows simply from (68). Equation (71) follows from Result 5.2 upon using the fact that
\[
E(X_{n+1:2n}^k) = E(X_{m:2m}^k) \quad \text{for even values of } k,
\]
observed easily from (68).

Result 5.43. For \( 1 \leq r < s \leq n \),
\[
\{1 + (-1)^n\} E(X_{r:n}X_{s:n})
= \sum_{j=0}^{r-1} \sum_{k=1}^{n-s} (-1)^{n-j-k-1} \binom{j+k}{j} \sum_{|S|=n-j-k} E(X_{n-s-k+1:S}X_{n-r-k+1:S})
+ \sum_{j=1}^{r-1} (-1)^{n-j-1} \sum_{|S|=n-j} E(X_{n-s+1:S}X_{n-r+1:S})
+ \sum_{j=1}^{s-r} (-1)^{s-r-j-1} \binom{s-1-j}{r-1} \sum_{|S|=s-j} E(X_{1:S}) E(X_{j:S^c}). \tag{72}
\]

Proof. Equation (72) follows directly from Result 5.25 upon using the symmetry relations in (68) and (69).

Result 5.44. For even values of \( n \) and \( 1 \leq r < s \leq n \),
\[
2 E(X_{r:n}X_{s:n}) = 2 E(X_{n-s+1:n}X_{n-r+1:n})
= \sum_{j=0}^{r-1} \sum_{k=1}^{n-s} (-1)^{j+k-1} \binom{j+k}{j} \sum_{|S|=n-j-k} E(X_{n-s-k+1:S}X_{n-r-k+1:S})
+ \sum_{j=1}^{r-1} (-1)^{j-1} \sum_{|S|=n-j} E(X_{n-s+1:S}X_{n-r+1:S})
+ \sum_{j=1}^{s-r} (-1)^{s-r-j-1} \binom{s-1-j}{r-1} \sum_{|S|=s-j} E(X_{1:S}) E(X_{j:S^c}).
\]
The above relation follows simply from Result 5.43 when \( n \) is even.

**Result 5.45.** For even values of \( n \),

\[
2 \, E(X_{1:n}X_{2:n}) = \sum_{k=1}^{n-2} (-1)^{k-1} \sum_{|S|=n-k} E(X_{1:S}X_{2:S}).
\]

**Proof.** Equation (73) follows from Result 5.44 when we set \( r = 1 \) and \( s = 2 \) and use the facts that

\[
\sum_{|S|=n-k} E(X_{n-k-1:S}X_{n-k:S}) = \sum_{|S|=n-k} E(X_{1:S}X_{2:S})
\]

and

\[
\sum_{|S|=1} E(X_{1:S}X_{j:S}) = 0
\]

(since \( E(X_i) = 0 \), \( i = 1, \ldots, n \)).

\[\square\]

**Theorem 5.46.** In order to find the first two single moments and the product moments of all order statistics arising from \( n \) INID symmetric variables, given these moments of order statistics arising from \( n - 1 \) and less variables (for all subsets of the \( n \) variables), one needs to find at most one single moment when \( n \) is even, and one single moment and \( (n - 1)/2 \) product moments when \( n \) is odd.

**Proof.** In view of Results 5.2 and 5.42, it is sufficient to find one single moment \( E(X_{n:n}^2) \) for odd values of \( n \) and \( E(X_{n:n}) \) for even values of \( n \) in order to compute the first two single moments of all order statistics. The theorem is then proved by simply noting that there is no need to find any product moment when \( n \) is even due to Result 5.44.

\[\square\]

**Open Problem 5.47.** For the case when \( n \) is even, the assumption of symmetry for the distributions of \( X_i \)' s reduced the upper bound for the number of product moments from \( (n - 2)/2 \) to 0. However, when \( n \) is odd, the assumption of symmetry had no effect on the upper bound \( (n - 1)/2 \) for the number of product moments. Is this upper bound the best in this case or can it be improved?

### 5.6. Some comments

First of all, it should be mentioned that all the results presented in this section (even though stated for continuous random variables) hold equally well for INID discrete random variables. This may be proved by either starting with the permanent expressions of distributions of discrete order statistics, or establishing all the results in terms of distribution functions of order statistics (which cover both continuous and discrete cases) instead of density functions. These will generalize the corresponding results in the IID discrete case established in [7]; see also [81].

---

Revista Matemática Complutense
2007: vol. 20, num. 1, pages 7–107
It is worth concluding this section by stating that all the results presented in terms of moments of order statistics may very well be established in terms of expectations of functions of order statistics (assuming that they exist), with minor changes in the ensuing results.

### 6. Additional results for order statistics from INID variables

#### 6.1. Introduction

In the last section, we established several recurrence relations and identities for distributions of single order statistics and joint distributions of pairs of order statistics. We also presented bounds for the number of single and product moments to be determined for the calculation of means, variances and covariances of all order statistics, and also improvements to those bounds in the case when the underlying variables are all symmetric.

In this section, we discuss some additional properties satisfied by order statistics from INID variables. These include some formulae in the case of distributions closed under extrema, a duality principle in order statistics for reflective families, relationships between two related sets of INID variables, some inequalities among the distributions of order statistics, and simple expressions for the variances of trimmed and Winsorized means.

#### 6.2. Results for distributions closed under extrema

Suppose a random variable $X$ has an arbitrary distribution function $F(x)$. Let us define the following two families of distribution functions with a parameter $\lambda$:

- **Family I**: $F^{(\lambda)}(x) = (F(x))^\lambda$, $\lambda > 0$.
- **Family II**: $F^{(\lambda)}(x) = 1 - (1 - F(x))^\lambda$, $\lambda > 0$.

It is clear from (74) and (75) that Family I is the family of distributions closed under maxima, while Family II is the family of distributions closed under minima.

Now, suppose $X_1, X_2, \ldots, X_n$ are INID random variables from Family I with $X_i$ having parameter $\lambda_i$. Then, it may be noted that

$$F_{|S|_i}(x) = \prod_{i \in S} F^{(\lambda_i)}(x) = \prod_{i \in S} (F(x))^{\lambda_i} = (F(x))^{\lambda_S},$$

where $\lambda_S = \sum_{i \in S} \lambda_i$. Then, from Result 5.7 we have

$$F_{r-n}(x) = \sum_{j=r}^{n} \binom{n-r}{j-r} \binom{j-1}{r-1} \sum_{|S|=j} F_{|S|_i}(x).$$
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Upon using (76) in (77), we get

\[ F_{r,n}(x) = \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \sum_{|S|=j} (F(x))^\lambda_S. \]  

(78)

For example, if \( X_i \)'s are distributed as power function with parameter \( \lambda_i \) and with cumulative distribution function

\[ F_i(x) = x^{\lambda_i}, \quad 0 < x < 1, \quad \lambda_i > 0, \]

Equation (78) gives the cumulative distribution function of \( X_r \):

\[ F_{r,n}(x) = \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \sum_{|S|=j} \lambda_S x^{\lambda_S}, \quad 0 < x < 1, \]

the density function of \( X_r \):

\[ f_{r,n}(x) = \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \sum_{|S|=j} \lambda_S x^{\lambda_S-1}, \quad 0 < x < 1, \]

and the single moments of \( X_r \):

\[ E(X_{r,n}^k) = \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \sum_{|S|=j} \lambda_S/\lambda_S + k, \quad k = 1, 2, \ldots. \]

Suppose \( X_1, X_2, \ldots, X_n \) are INID random variables from Family II with \( X_i \) having parameter \( \lambda_i \). Then, it may be noted that

\[ F_{1:S}(x) = 1 - \prod_{i \in S} (1 - F_{\lambda_i}(x)) = 1 - \prod_{i \in S} (1 - F(x))^{\lambda_i}, \]

(79)

where \( \lambda_S = \sum_{i \in S} \lambda_i \). Then, from Result 5.8 we have

\[ F_{r,n}(x) = \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \sum_{|S|=j} F_{1:S}(x). \]  

(80)

Upon using (79) in (80), we get

\[ F_{r,n}(x) = \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \sum_{|S|=j} \{1 - (1 - F(x))^{\lambda_S}\} \]

\[ = 1 - \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \sum_{|S|=j} (1 - F(x))^{\lambda_S}, \]  

(81)
due to the combinatorial identity
\[ \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \binom{n}{j} = 1. \]

For example, if \( X_i \)'s are distributed as exponential with parameter \( \lambda_i \) and with cumulative distribution function
\[ F_i(x) = 1 - e^{-\lambda_i x}, \quad x \geq 0, \quad \lambda_i > 0, \]
Equation (81) gives the cumulative distribution function of \( X_r:n \)
\[ F_r:n(x) = \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \sum_{|S|=j} e^{-\lambda_S x}, \quad 0 \leq x < \infty, \]
the density function of \( X_r:n \)
\[ f_r:n(x) = \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \sum_{|S|=j} \lambda_S e^{-\lambda_S x}, \quad 0 \leq x < \infty, \]
and the single moments of \( X_r:n \)
\[ E(X_r:k) = \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \sum_{|S|=j} k! \lambda_S^k, \quad k = 1, 2, \ldots \]
These results and many more examples are given in [39].

### 6.3. Duality principle in order statistics for reflective families

Let \( V = (X_1, X_2, \ldots, X_n) \) be a random vector, \( S \subset \{1, 2, \ldots, n\} \) and \( F_{r:S}(x) \), with \( r = (r_1, r_2, \ldots, r_k) \) and \( x = (x_1, x_2, \ldots, x_k) \), be the joint cumulative distribution function of the \( k \) order statistics \( X_{r_1:S}, X_{r_2:S}, \ldots, X_{r_k:S} \) corresponding to the \( X_i, \ i \in S \), with \( 1 \leq r_1 < r_2 < \cdots < r_k \leq |S| \). Similarly, let \( F_{r:S}(x) \) be the joint survival function of the \( k \) order statistics \( X_{r_1:S}, X_{r_2:S}, \ldots, X_{r_k:S} \) corresponding to the \( X_i, \ i \in S \), with \( 1 \leq r_1 < r_2 < \cdots < r_k \leq |S| \).

Let \( C \) be a family of random vectors of dimension \( n \) such that, if \( V = (X_1, X_2, \ldots, X_n) \) is in \( C \), then \( \bar{V} = (-X_1, -X_2, \ldots, -X_n) \) is also in \( C \). Such a family \( C \) is referred to as a “reflective family.” For example, the family consisting of all \( n \)-dimensional random vectors each of whose components are (a) discrete, (b) continuous, (c) absolutely continuous, (d) IID, (e) symmetric, (f) exchangeable, and (g) INID are all clearly reflective families. Similarly, any meaningful intersection of these collections is also a reflective family.

Then, the following theorem which proves a duality principle in order statistics for reflective families has been established in [38].
Theorem 6.1. Suppose that a relation of the form
\[ \sum c_{r:S} \cdot F_{r:S}(x) \equiv 0 \]  
for all \( V \) in a reflective family \( C \), for every real \( x \), and where the summation is over all subsets \( S \) of \( \{1, 2, \ldots, n\} \) and over \( r = (r_1, r_2, \ldots, r_k) \) with \( 1 \leq r_1 < r_2 < \cdots < r_k \leq |S| \), is satisfied. Then, the following dual relation is also satisfied by every \( V \in C \):
\[ \sum c_{r:S} \cdot F_{R:S}(x) \equiv 0, \]  
where \( R = (R_1, R_2, \ldots, R_k) = (|S| - r_k + 1, |S| - r_{k-1} + 1, \ldots, |S| - r_1 + 1) \).

Proof. By changing \( V \) to \( \bar{V} \) in (82), we simply obtain
\[ \sum c_{r:S} \cdot F_{r:S}(x) = \sum c_{r:S} \cdot F_{R:S}(-x) \equiv 0. \]  
Since the equality in (84) holds for every real \( x \), we immediately have
\[ \sum c_{r:S} \cdot F_{R:S}(x) \equiv 0. \]  
Now by writing
\[ F_{X_1, X_2, \ldots, X_k}(x) = 1 + \sum_{\ell=1}^{k} (-1)^{\ell} \sum_{1 \leq i_1 < \cdots < i_{\ell} \leq k} F_{X_{i_{\ell}}}(x_{i_{\ell}}), \]  
where \( X_{(i)} = (X_{i_1}, \ldots, X_{i_k}), \ x_{(i)} = (x_{i_1}, \ldots, x_{i_k}), \) and \( R_{(i)} = (R_{i_1}, R_{i_2}, \ldots, R_{i_k}) = (|S| - r_{i_k} + 1, \ldots, |S| - r_{i_1} + 1) \), and observing that (85) implies
\[ \sum c_{r:S} = 0 \]  
and
\[ \sum c_{r:S} \cdot F_{R_{(i)}:S}(x_{(i)}) \equiv 0 \]  
(by setting all or other \( x_i \)'s as 0), the dual relation in (83) simply follows from (86) on using (87) and (88).

For illustration of this duality, let us consider Result 5.7 which gives for \( 1 \leq r \leq n-1 \) and \( x \in \mathbb{R} \)
\[ F_{r:n}(x) = \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \sum_{|S|=j} F_{j:S}(x). \]  
Upon using the duality principle, we simply obtain
\[ F_{n-r+1,n}(x) = \sum_{j=r}^{n} (-1)^{j-r} \binom{j-1}{r-1} \sum_{|S|=j} F_{1:S}(x), \]
which readily yields the relation

\[ F_{r,n}(x) = \sum_{j=n-r+1}^{n} (-1)^{j-n+r-1} \binom{j-1}{n-r} \sum_{|S|=j} F_{1:S}(x). \]

Note that this is exactly Result 5.8.

Similarly, let us consider the first identity in Result 5.12 which gives for \( n \geq 2 \) and \( x \in \mathbb{R} \)

\[ \sum_{r=1}^{n} \frac{1}{r} F_{r,n}(x) = \sum_{r=1}^{n} \frac{1}{r^{(n)}} \sum_{|S|=r} F_{1:S}(x). \]

Upon using the duality principle in the above identity, we simply obtain

\[ \sum_{r=1}^{n} \frac{1}{r} F_{n-r+1:n}(x) = \sum_{r=1}^{n} \frac{1}{r^{(n)}} \sum_{|S|=r} F_{r:S}(x), \]

which readily yields the identity

\[ \sum_{r=1}^{n} \frac{1}{n-r+1} F_{r,n}(x) = \sum_{r=1}^{n} \frac{1}{r^{(n)}} \sum_{|S|=r} F_{r:S}(x). \]

Note that this is exactly the second identity in Result 5.12.

Next, let us consider the second relation in Result 5.21 which gives for \( 1 \leq r < s \leq n \) and \( (x, y) \in \mathbb{R}^{2} \)

\[ F_{r,s,n}(x, y) = \sum_{i=s-r}^{s-1} \sum_{j=n-s+1+i}^{n} (-1)^{n-r+1-j} \binom{i-1}{s-r-1} \binom{j-i-1}{n-s} \times \sum_{|S|=j} F_{1,i+1:S}(x, y). \]

Upon using the duality principle in the above relation, we simply obtain

\[ F_{n-s+1,n-r+1:n}(x, y) = \sum_{i=s-r}^{s-1} \sum_{j=n-s+1+i}^{n} (-1)^{n-r+1-j} \binom{i-1}{s-r-1} \binom{j-i-1}{n-s} \times \sum_{|S|=j} F_{j-i,j:S}(x, y). \]

This readily gives

\[ F_{r,s,n}(x, y) = \sum_{i=s-r}^{n-r} \sum_{j=n-s+1+i}^{n} (-1)^{s+j} \binom{i-1}{s-r-1} \binom{j-i-1}{r-1} \sum_{|S|=j} F_{j-i,j:S}(x, y), \]

which is exactly the last relation in Result 5.21.

There are many more such dual pairs among the results presented in section 5.
6.4. Results for two related sets of INID variables

Let $X_1, X_2, \ldots, X_n$ be INID random variables with $X_i$ having probability density function $f_i(x)$ symmetric about 0 (without loss of any generality), and cumulative distribution function $F_i(x)$. Then, for $x \geq 0$ let

$$G_i(x) = 2F_i(x) - 1 \quad \text{and} \quad g_i(x) = 2f_i(x). \quad (89)$$

That is, the density functions $g_i(x)$, $i = 1, 2, \ldots, n$, are obtained by folding the density functions $f_i(x)$ at zero (the point of symmetry).

Let $Y_{1:n} \leq Y_{2:n} \leq \cdots \leq Y_{n:n}$ denote the order statistics obtained from $n$ INID random variables $Y_1, Y_2, \ldots, Y_n$, with $Y_i$ having probability density function $g_i(x)$ and cumulative distribution function $G_i(x)$ as given in (89).

In the IID case, some relationships among the moments of these two sets of order statistics were derived in [61]. These relations were then employed successfully in [62] to compute the moments of order statistics from the Laplace distribution by making use of the known results on the moments of order statistics from the exponential distribution. These results were extended in [10] to the case when the order statistics arise from a sample containing a single outlier. In [20], these results were used to examine the robustness properties of various linear estimators of the location and scale parameters of the Laplace distribution in the presence of a single outlier.

All these results were generalized in [13] to the case of INID variables, and these results are presented below.

**Result 6.2.** For $1 \leq r \leq n$ and $k = 1, 2, \ldots,$

$$E(X_{r:n}^k) = 2^{-n} \left\{ \sum_{\ell=0}^{r-1} \sum_{|S|=n-\ell} E(Y_{r-\ell:S}^k) + (-1)^k \sum_{\ell=r}^{n} \sum_{|S|=\ell} E(Y_{r-\ell+1:S}^k) \right\}. \quad (90)$$

**Proof.** From (9), we have

$$E(X_{r:n}^k) = \frac{1}{(r-1)!(n-r)!} \int_{-\infty}^{\infty} x^k \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ 1 - F(x) \end{array} \right) \left\{ \begin{array}{c} r-1 \\ 1-n-r \end{array} \right\} dx$$

$$= \frac{1}{(r-1)!(n-r)!} \left\{ \int_{0}^{\infty} x^k \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ 1 - F(x) \end{array} \right) \left\{ \begin{array}{c} r-1 \\ 1-n-r \end{array} \right\} dx \right\}$$

$$+ (-1)^k \int_{0}^{\infty} x^k \text{Per} \left( \begin{array}{c} F(x) \\ f(x) \\ 1 - F(x) \end{array} \right) \left\{ \begin{array}{c} n-r \\ 1 \end{array} \right\} dx \quad (91)$$

upon using the symmetry properties $f_i(-x) = f_i(x)$ and $F_i(-x) = 1 - F_i(x)$, for
By expanding

\[ i = 1, 2, \ldots, n. \]

Now, upon using (89) in (91), we get

\[
E(X^k_{r:n}) = \frac{2^{2-n}}{(r-1)!(n-r)!} \left\{ \int_0^\infty x^k \text{Per} \left\{ \begin{array}{c} 1 + G(x) \\ g(x) \\ 1 - G(x) \end{array} \right\} \left\{ \begin{array}{c} r-1 \\ 1 \\ n-r \end{array} \right\} dx \\
+ (-1)^k \int_0^\infty x^k \text{Per} \left\{ \begin{array}{c} 1 + G(x) \\ g(x) \\ 1 - G(x) \end{array} \right\} \left\{ \begin{array}{c} n-r \\ 1 \\ r-1 \end{array} \right\} dx \right\}
\]

\[ = \frac{2^{2-n}}{(r-1)!(n-r)!} \left\{ \int_0^\infty x^k I_{r-1,n-r}(x) dx \\
+ (-1)^k \int_0^\infty x^k I_{n-r,r-1}(x) dx \right\}, \tag{92}
\]

where

\[ I_{r-1,n-r}(x) = \text{Per} \left\{ \begin{array}{c} 1 + G(x) \\ g(x) \\ 1 - G(x) \end{array} \right\} \left\{ \begin{array}{c} r-1 \\ 1 \\ n-r \end{array} \right\}
\]

and

\[ I_{n-r,r-1}(x) = \text{Per} \left\{ \begin{array}{c} 1 + G(x) \\ g(x) \\ 1 - G(x) \end{array} \right\} \left\{ \begin{array}{c} n-r \\ 1 \\ r-1 \end{array} \right\} .
\]

By expanding \( I_{r-1,n-r}(x) \) by the first row, we obtain

\[ I_{r-1,n-r}(x) = \sum_{i_1=1}^n J_{r-1,n-r}^{[i_1]}(x) + J_{1,r-2,n-r}(x),
\]

where \( J_{0,r-2,n-r}^{[i_1]}(x) \) is the permanent obtained from \( I_{r-1,n-r}(x) \) by dropping the first row and the \( i_1 \)-th column, and \( J_{1,r-2,n-r}(x) \) is the permanent obtained from \( I_{r-1,n-r}(x) \) by replacing the first row by \( G(x) \). Proceeding in a similar way, we obtain

\[ I_{r-1,n-r}(x) = \sum_{\ell=0}^{r-1} (r-1)!/(n-r)! \left( \begin{array}{c} r-1 \\ \ell \end{array} \right) \sum_{|S|=n-\ell} \text{Per} \left\{ \begin{array}{c} G(x) \\ g(x) \\ 1 - G(x) \end{array} \right\} \left\{ \begin{array}{c} r-1-\ell \\ 1 \\ n-r \end{array} \right\} [S]
\]

so that

\[ \frac{1}{(r-1)!/(n-r)!} \int_0^\infty x^k I_{r-1,n-r}(x) dx = \sum_{\ell=0}^{r-1} \sum_{|S|=n-\ell} E(Y^k_{r-\ell:S}). \tag{93}
\]

Proceeding exactly on the same lines, we also obtain

\[ \frac{1}{(r-1)!/(n-r)!} \int_0^\infty x^k I_{n-r,r-1}(x) dx = \sum_{\ell=r}^n \sum_{|S|=\ell} E(Y^k_{r-\ell+1:S}). \tag{94}
\]
Making use of the expressions in (93) and (94) on the R.H.S. of (92), we derive the relation in (90).

Result 6.3. For $1 \leq r < s \leq n$,

$$E(X_{r:n}X_{s:n}) = 2^{-n} \left\{ \sum_{\ell=0}^{r-1} \sum_{|S|=n-\ell} E(Y_{r-\ell:S}Y_{s-\ell:S}) \right. $$

$$- \sum_{\ell=r}^{s-1} \sum_{|S|=n-\ell} E(Y_{s-\ell:S}) E(Y_{\ell-r+1:S})$$

$$+ \sum_{\ell=s}^{n} \sum_{|S|=\ell} E(Y_{\ell-s+1:S}Y_{\ell-r+1:S}) \right\}. \quad (95)$$

Proof. From (13), we have

$$(r-1)!(s-r-1)!(n-s)! E(X_{r:n}X_{s:n})$$

$$= \int \int xy \ Per \begin{pmatrix} F(x) \\ f(x) \end{pmatrix} \begin{pmatrix} F(y) - F(x) \\ f(y) \end{pmatrix} \begin{pmatrix} 1 - F(y) \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} n-s \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} s-r-1 \end{pmatrix} \begin{pmatrix} r-1 \end{pmatrix} \int \int xy \ Per \begin{pmatrix} F(x) \\ f(x) \end{pmatrix} \begin{pmatrix} F(y) - F(x) \\ f(y) \end{pmatrix} \begin{pmatrix} 1 - F(y) \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} n-s \end{pmatrix} \begin{pmatrix} s-r-1 \end{pmatrix} \begin{pmatrix} r-1 \end{pmatrix} \int \int xy \ Per \begin{pmatrix} 1 - F(x) \\ f(x) \end{pmatrix} \begin{pmatrix} F(x) \\ f(y) \end{pmatrix} \begin{pmatrix} F(y) \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} n-s \end{pmatrix} \begin{pmatrix} s-r-1 \end{pmatrix} \begin{pmatrix} r-1 \end{pmatrix} \int \int xy \ Per \begin{pmatrix} 1 - F(x) \\ f(x) \end{pmatrix} \begin{pmatrix} F(x) \\ f(y) \end{pmatrix} \begin{pmatrix} F(y) \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} n-s \end{pmatrix} \begin{pmatrix} s-r-1 \end{pmatrix} \begin{pmatrix} r-1 \end{pmatrix} \int \int xy \ Per \begin{pmatrix} 1 - F(x) \\ f(x) \end{pmatrix} \begin{pmatrix} F(x) \\ f(y) \end{pmatrix} \begin{pmatrix} F(y) \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} n-s \end{pmatrix} \begin{pmatrix} s-r-1 \end{pmatrix} \begin{pmatrix} r-1 \end{pmatrix} \int \int xy \ Per \begin{pmatrix} 1 - F(x) \\ f(x) \end{pmatrix} \begin{pmatrix} F(x) \\ f(y) \end{pmatrix} \begin{pmatrix} F(y) \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix} \begin{pmatrix} n-s \end{pmatrix} \begin{pmatrix} s-r-1 \end{pmatrix} \begin{pmatrix} r-1 \end{pmatrix} \quad (96)$$
upon using the symmetry properties of $F$. Now, upon using (89) in (96), we get

$$(r - 1)!(s - r - 1)!(n - s)! E(X_{r:n}X_{s:n})$$

$$= 2^{-n} \left\{ \int_{0 < x < y < \infty} xy \text{Per} \begin{pmatrix} 1 + G(x) \\ g(x) \\ G(y) - G(x) \\ g(y) \\ 1 - G(y) \end{pmatrix} \right\} \{r - 1 \text{ } \{1 \text{ } \{s - r - 1 \text{ } \{dx \text{ } dy} \}ight\} n - s$$

$$+ \int_{0 < y < x < \infty} xy \text{Per} \begin{pmatrix} 1 + G(y) \\ g(y) \\ G(x) - G(y) \\ g(x) \\ 1 - G(x) \end{pmatrix} \right\} \{n - s \text{ } \{1 \text{ } \{s - r - 1 \text{ } \{dx \text{ } dy} \}ight\} r - 1$$

$$- \int_{0}^{\infty} \int_{0}^{\infty} xy \text{Per} \begin{pmatrix} 1 - G(x) \\ g(x) \\ G(x) + G(y) \\ g(y) \\ 1 - G(y) \end{pmatrix} \right\} \{r - 1 \text{ } \{1 \text{ } \{s - r - 1 \text{ } \{dx \text{ } dy} \}ight\}. \text{ (97)}$$

The recurrence relation in (95) may be proved by expanding the three permanents on the R.H.S. of (97) as we did in proving Result 6.2 and then simplifying the resulting expressions. \hfill \square

Remark 6.4. If we set $F_1 = F_2 = \cdots = F_n = F$ and $f_1 = f_2 = \cdots = f_n = f$, Result 6.2 reduces to

$$E(X_{r:n}^k) = 2^{-n} \left\{ \sum_{\ell=0}^{k-1} \binom{n}{\ell} E(Y_{r-\ell:n-\ell}^k) + (-1)^k \sum_{\ell=r}^{n} \binom{n}{\ell} E(Y_{\ell-r+1:t}^k) \right\}$$

and Result 6.3 reduces to

$$E(X_{r:n}X_{s:n}) = 2^{-n} \left\{ \sum_{\ell=0}^{s-1} \binom{n}{\ell} E(Y_{r-\ell:n-\ell}Y_{s-\ell:n-\ell})$$

$$- \sum_{\ell=r}^{s-1} \binom{n}{\ell} E(Y_{s-\ell:n-\ell}) E(Y_{\ell-r+1:t}) \right\}$$

$$+ \sum_{\ell=s}^{n} \binom{n}{\ell} E(Y_{\ell-s+1:t}Y_{\ell-r+1:t}) \right\}$$

which were the relations derived in [61] for the IID case.

Remark 6.5. If we set $F_1 = F_2 = \cdots = F_{n-1} = F$ and $f_1 = f_2 = \cdots = f_{n-1} = f$, Results 6.2 and 6.3 reduce to the relations derived in [10] for the single-outlier model.
Remark 6.6. It should be mentioned here that Results 6.2 and 6.3 have been extended in [29] after relaxing the assumption of independence for the random variables $X_i$'s.

6.5. Inequalities for distributions of order statistics

For the case when the $X_i$'s are INID continuous random variables with pdf $f_i(x)$ and cdf $F_i(x)$, $i = 1, 2, \ldots, n$, some very interesting inequalities between the distribution of $X_{r:n}$ from $F = (F_1 F_2 \cdots F_n)$ and the distribution of $X_{r:n}$ arising from an IID sample from a population with average distribution function $G(x) = \frac{1}{n} \sum_{i=1}^{n} F_i(x)$ have been established in [85]. We shall discuss these results in this section. Some of these results have also been presented in [53, pp. 22–24].

Let us assume that the $p$-th quantile of the distribution $G(\cdot)$ is uniquely given by $x_p$; that is, $G(x_p) = p$.

Theorem 6.7. For $r = 2, 3, \ldots, n - 1$ and all $x < \frac{x_{r-1}}{n} < \frac{x_r}{n} \leq y$,

$$\Pr\{x < X_{r:n} \leq y \mid F\} \geq \Pr\{x < X_{r:n} \leq y \mid G\},$$

(98)

where equality holds only if $F_1 = F_2 = \cdots = F_n = F$ at both $x$ and $y$.

Proof. The proof of this theorem requires the following result in [67].

Let $B_i$ ($i = 1, 2, \ldots, n$) be $n$ independent Bernoulli trials with $B_i$ having $p_i$ as the probability of success. Let $B = \sum_{i=1}^{n} B_i$ denote the number of successes in the $n$ trials, and $p = (p_1 p_2 \cdots p_n)$. Then, it was established in [67] that if $E(B) = np$ and $c$ is an integer,

$$0 \leq \Pr(B \leq c \mid p) \leq \Pr(B \leq c \mid p) \leq 1$$

for $0 \leq c \leq np - 1$ (99)

and

$$\Pr(B \leq c \mid p) \leq \Pr(B \leq c \mid p) \leq 1$$

for $np \leq c \leq n$. (100)

Now, by taking $B_i$'s to be the indicator variables for the events $\{X_i \leq x\}$, taking $p = F(x)$ and $p = G(x)$, and observing that

$$\{B \geq r\} \quad \text{and} \quad \{X_{r:n} \leq x\}$$

are equivalent events, we obtain from (100) and (99) for the case when $c = r - 1$

$$\Pr\{X_{r:n} \leq x \mid F\} \leq \Pr\{X_{r:n} \leq x \mid G\} \quad \text{for } nG(x) \leq r - 1 \text{ or } x \leq \frac{x_{r-1}}{n}$$

(101)

and

$$\Pr\{X_{r:n} \leq y \mid F\} \leq \Pr\{X_{r:n} \leq y \mid G\} \quad \text{for } r - 1 \leq nG(y) - 1 \text{ or } \frac{x_r}{n} \leq y.$$ (102)

The inequality in (98) follows by subtracting (101) from (102).
Remark 6.8. For the case when $r = 1$ and $r = n$, (98) gives the inequalities
\[ \Pr\{X_{1:n} \leq y \mid F\} \geq \Pr\{X_{1:n} \leq y \mid G\} \quad \text{for } y \geq \bar{x}_n \]
and
\[ \Pr\{X_{n:n} \leq x \mid F\} \leq \Pr\{X_{n:n} \leq x \mid G\} \quad \text{for } x \leq \bar{x}_{n-1}, \]
respectively. But, these two inequalities hold for all values as shown in the following theorem.

Theorem 6.9. For $n \geq 2$ and all $x$,
\[ \Pr\{X_{1:n} \leq x \mid F\} \geq \Pr\{X_{1:n} \leq x \mid G\} \quad (103) \]
and
\[ \Pr\{X_{n:n} \leq x \mid F\} \leq \Pr\{X_{n:n} \leq x \mid G\} \quad (104) \]
with equalities holding if and only if $F_1 = F_2 = \cdots = F_n = F$ at $x$.

Proof. For proving this theorem, we shall use the A.M.-G.M. (arithmetic mean-geometric mean) inequality given by
\[ \left\{ \prod_{i=1}^{n} z_i \right\}^{1/n} \leq \bar{z} \quad (105) \]
with equality holding if and only if all $z_i$’s are equal.

Since
\[ \Pr\{X_{n:n} \leq x \mid F\} = \prod_{i=1}^{n} F_i(x) \quad \text{and} \quad \Pr\{X_{n:n} \leq x \mid G\} = \{G(x)\}^n, \]
the inequality in (104) follows readily from (105) by taking $z_i = F_i(x)$.

Also, since
\[ \Pr\{X_{1:n} \leq x \mid F\} = 1 - \Pr\{X_{1:n} > x \mid F\} = 1 - \prod_{i=1}^{n} (1 - F_i(x)) \]
and
\[ \Pr\{X_{1:n} \leq x \mid G\} = 1 - \Pr\{X_{1:n} > x \mid G\} = 1 - \{1 - G(x)\}^n, \]
the inequality in (103) follows easily from (105) by taking $z_i = 1 - F_i(x)$.

\[
\square
\]
6.6. Variance of a trimmed mean

Simple expressions for the variance of a trimmed mean have been derived in [46, 54], with the former focusing on a symmetrically trimmed mean while the latter focusing on a general trimmed mean. These expressions, derived for the IID case, were generalized to the INID case in [28], and we present these formulas in this section and illustrate them with some examples.

From Result 5.37, we have for \(1 \leq i \leq n - 1,\)

\[
\sum_{j=i+1}^{n} \mu_{i,j:n} + \sum_{h=1}^{i} \mu_{h,i+1:n} = \sum_{h=1}^{n} \mu_{i:n-1}^{[h]} E(X_h),
\]

(106)

where, as before, \(\mu_{i:n-1}^{[h]}\) denotes the mean of the \(i\)-th order statistic among \(n - 1\) variables obtained by deleting \(X_h\) from the original \(n\) variables.

Scale-outlier model

Suppose the \(n\) distributions have the same mean 0 (without loss of any generality) but have different variances \(\sigma_i^2 (i = 1, 2, \ldots, n)\). In this case, (106) becomes

\[
\sum_{j=i+1}^{n} \mu_{i,j:n} + \sum_{h=1}^{i} \mu_{h,i+1:n} = 0.
\]

(107)

From (107), we readily obtain

\[
\sum_{i=1}^{k} \sum_{j=1}^{n} \mu_{i,j:n} = \sum_{i=1}^{k} \mu_{i,k+1:n}
\]

(108)

and

\[
\sum_{i=m}^{n} \sum_{j=1}^{n} \mu_{i,j:n} = \sum_{i=m}^{n} \mu_{m-1,i:n}.
\]

(109)

By using (108) and (109), it can be shown that

\[
E \left( \sum_{i=k+1}^{m-1} X_{i,n} \right)^2 = \sum_{i=1}^{n} \sigma_i^2 - \sum_{i=1}^{k} \mu_{i,i:n} - \sum_{j=m}^{n} \mu_{j,j:n} + 2 \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{i,j:n} + 2 \sum_{i=m-1}^{n} \sum_{j=i+1}^{m} \mu_{i,j:n}.
\]

(110)
Now, let $T_n(k, \ell)$ denote the trimmed mean after deleting the smallest $k$ and the largest $\ell$ order statistics, i.e.,

$$T_n(k, \ell) = \frac{1}{n - \ell - k} \sum_{i=k+1}^{n-\ell} X_{i:n}. \quad (111)$$

Then, from (110) we immediately have the variance of the trimmed mean in (111) as

$$\text{Var}(T_n(k, \ell)) = \frac{1}{(n - \ell - k)^2} \left[ \sum_{i=1}^{n-1} \sigma_i^2 - \sum_{i=1}^{k} \mu_{i:i:n} - \sum_{j=n-\ell+1}^{n} \mu_{j:j:n} + 2 \sum_{i=1}^{k} \sum_{j=1}^{k+1} \mu_{i,j:n} - 2 \sum_{i=n-\ell+1}^{n} \sum_{j=1}^{k} \mu_{i,j:n} - \left\{ \sum_{i=1}^{k} \mu_{i:n} + \sum_{j=n-\ell+1}^{n} \mu_{j:n} \right\}^2 \right]. \quad (112)$$

**Remark 6.10.** For the $p$-outlier scale-model (case when $\sigma_1^2 = \cdots = \sigma_{n-p}^2 = \sigma^2$ and $\sigma_{n-p+1}^2 = \cdots = \sigma_n^2 = \tau^2$), the expression in (112) can be used just with $\sum_{i=1}^{n} \sigma_i^2$ replaced by $(n - p)\sigma^2 + p\tau^2$.

**Remark 6.11.** If all $F_i$'s are symmetric about zero and $k = \ell$, then the variance of the resulting symmetrically trimmed mean can be simplified as

$$\text{Var}(T_n(k, k)) = \frac{1}{(n - 2k)^2} \left[ \sum_{i=1}^{n} \sigma_i^2 - 2 \sum_{i=1}^{k} \mu_{i:i:n} + 4 \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{i,j:n} + 2 \sum_{i=n-k+1}^{n} \sum_{j=1}^{k} \mu_{i,j:n} \right]. \quad (113)$$

This simplification is achieved by using the symmetry relations $\mu_{i:n} = -\mu_{n-i+1:n}$ and $\mu_{i,j:n} = \mu_{n-j+1:n-i+1:n}$.

**Location-outlier model**

Suppose the $n$ distributions have different means $\mu_i$ ($i = 1, 2, \ldots, n$) but have same variance $\sigma^2$. In this case, (106) readily yields

$$\sum_{i=1}^{k} \sum_{j=1}^{n} \mu_{i,j:n} = \sum_{i=1}^{k} \sum_{h=1}^{[\nu]} \mu_{i,h:n-1} \bar{E}(X_h) - \sum_{i=1}^{k} \mu_{i,k+1:n} \quad (114)$$
and

\[
\sum_{i=m}^{n} \sum_{j=1}^{n} \mu_{i,j:n} = \sum_{i=m-1}^{n-1} \sum_{h=1}^{n} \mu_{i:n-1}^{[h]} E(X_h) - \sum_{i=m}^{n} \mu_{m-1,i:n}. \tag{115}
\]

By using (114) and (115), it can be shown that

\[
E\left( \sum_{i=k+1}^{m-1} X_{i:n} \right)^2 = n\sigma^2 + \left( \sum_{i=1}^{n} \mu_i \right)^2 - \sum_{i=1}^{k} \mu_{i,i:n} - \sum_{j=m}^{n} \mu_{j,j:n}
\]
\[
+ 2 \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{i,j:n} + 2 \sum_{i=m-1}^{n} \sum_{j=i+1}^{n} \mu_{i,j:n}
\]
\[
+ 2 \sum_{i=1}^{k} \sum_{j=m}^{n} \mu_{i,j:n} - 2 \sum_{i=1}^{n} \sum_{h=1}^{n} \mu_{i:n-1}^{[h]} E(X_h)
\]
\[
- 2 \sum_{j=m-1}^{n} \sum_{h=1}^{n} \mu_{j:n-1}^{[h]} E(X_h). \tag{116}
\]

From (116), we immediately have the variance of the trimmed mean in (111) as

\[
\text{Var}(T_n(k, \ell)) = \frac{1}{(n-\ell-k)^2} \left[ n\sigma^2 + \left( \sum_{i=1}^{n} \mu_i \right)^2 - \sum_{i=1}^{k} \mu_{i,i:n} - \sum_{j=n-\ell+1}^{n} \mu_{j,j:n}
\]
\[
+ 2 \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{i,j:n} + 2 \sum_{i=n-\ell}^{n} \sum_{j=i+1}^{n} \mu_{i,j:n}
\]
\[
+ 2 \sum_{i=1}^{k} \sum_{j=n-\ell+1}^{n} \mu_{i,j:n} - 2 \sum_{i=1}^{n} \sum_{h=1}^{n} \mu_{i:n-1}^{[h]} E(X_h)
\]
\[
- 2 \sum_{j=n-\ell}^{n} \sum_{h=1}^{n} \mu_{j:n-1}^{[h]} E(X_h)
\]
\[
- \left\{ \sum_{i=1}^{n} \mu_i - \sum_{i=1}^{k} \mu_{i:n} - \sum_{j=k-\ell+1}^{n} \mu_{j:n} \right\}^2 \right]. \tag{117}
\]

Remark 6.12. For the \( p \)-outlier location-model (case when \( \mu_1 = \cdots = \mu_{n-p} = 0, \mu_{n-p+1} = \cdots = \mu_n = \lambda \), and \( \sigma_1^2 = \cdots = \sigma_n^2 = \sigma^2 \)), the expression in (117) simplifies
to

\[
\text{Var}(T_n(k, \ell)) = \frac{1}{(n - \ell - k)^2} \left[ n\sigma^2 + p^2 \lambda^2 - \sum_{i=1}^{k} \mu_{i,n} - \sum_{j=n-\ell+1}^{n} \mu_{j,n} \right. \\
+ 2 \sum_{i=1}^{k} \sum_{j=i+1}^{k+1} \mu_{i,j,n} + 2 \sum_{i=n-\ell}^{n-1} \sum_{j=i+1}^{n} \mu_{i,j,n} \\
+ 2 \sum_{i=1}^{k} \sum_{j=n-\ell+1}^{n} \mu_{i,j,n} - 2p\lambda \sum_{i=1}^{k} \mu_{i,n-1}[p - 1] \\
\left. - 2p\lambda \sum_{j=n-\ell}^{n-1} \mu_{j,n-1}[p - 1] - \left\{ p\lambda - \sum_{i=1}^{k} \mu_{i,n} - \sum_{j=k-\ell+1}^{n} \mu_{j,n} \right\}^2 \right], \quad (118)
\]

where \( \mu_{i,n-1}[p - 1] \) denotes the mean of the \( i \)-th order statistic in a sample of size \( n - 1 \) containing \( p - 1 \) location-outliers.

**Remark 6.13.** The results presented here reduce to those in [54] for the special case when there are no outliers in the sample; in this situation, the result for the symmetric case presented in Remark 6.11 becomes the same as the formula derived in [46] using an entirely different method.

**ILLUSTRATIVE EXAMPLES**

For the normal case, the means, variances and covariances of order statistics from a single-outlier model have been tabulated in [56] (determined through extensive numerical integration). Tables for the two cases when (i) the single outlier is a location-outlier, and (ii) the single outlier is a scale-outlier, have been presented and these tables cover all sample sizes up to 20 and different choices of \( \lambda \) and \( \tau \).

These tables have been used in [58] for robustness studies and, in particular, for determining the exact bias and variance of various \( L \)-estimators including the trimmed mean in (111); see also [5,53]. Their computation of the variance of the trimmed mean made use of the variance-covariance matrix of the order statistics \( X_{k+1:n}, \ldots, X_{n-\ell:n} \) under the outlier-model.

However, it should be noted that the trimming involved in the trimmed mean based on robustness considerations is often light (i.e., \( k \) and \( \ell \) are small); see, for example, [3]. In such a situation, the expressions in (112) and (118) will be a lot more convenient to use in order to compute the variance of the lightly trimmed mean when the sample contains multiple scale-outliers and location-outliers, respectively.

**Example 6.14.** Consider the case when \( n = 10 \), and \( X_i \) (\( i = 1, 2, \ldots, 9 \)) are standard normal and \( X_{10} \) is distributed as normal with mean 0 and variance 16; that is, we have a single scale-outlier model with \( \tau = 4 \).
In this case, by using the entire variance-covariance matrix of the order statistics $X_{2:10}, \ldots, X_{9:10}$ taken from the tables in [56], it was determined in [58] that

$$\text{Var}(T_{10}(1,1)) = 0.1342.$$ 

On the other hand, the expression in (113) gives

$$\text{Var}(T_{10}(1,1)) = \frac{1}{64} \{ 9 + r^2 - 2\mu_{1:1:10} + 4\mu_{1:2:10} + 2\mu_{1:10:10} \}$$

$$= \frac{1}{64} \{ 25 - 2(9.6007396) + 4(3.0600175) + 2(-4.7257396) \}$$

$$= 0.13417.$$ 

Example 6.15. Consider the case when $n = 10$, and $X_i$ ($i = 1, 2, \ldots, 9$) are standard normal and $X_{10}$ is distributed as normal with mean 4 and variance 1; that is, we have a single location-outlier with $\lambda = 4$.

In this case, once again by using the entire variance-covariance matrix of the order statistics $X_{2:10}, \ldots, X_{9:10}$ taken from the tables in [56], it was determined in [58] that

$$\text{Var}(T_{10}(1,1)) = 0.1145.$$ 

The expression in (118), on the other hand, gives

$$\text{Var}(T_{10}(1,1)) = \frac{1}{16} \{ 26 - \mu_{1:1:10} - \mu_{10:10:10} + 2\mu_{1:2:10}$$

$$+ 2\mu_{9:10:10} + 2\mu_{1:10:10} - (4 - \mu_{1:10} - \mu_{10:10})^2 \}$$

$$= \frac{1}{64} \{ 26 - 2.562625 - 17.031655 + 2(1.5625655)$$

$$+ 2(5.9421416) + 2(-5.950589) - 2.1833018 \}$$

$$= 0.11454.$$ 

6.7. Variance of a Winsorized mean

Let us consider the general Winsorized mean

$$W_n(r,s) = \frac{1}{n} \left\{ \sum_{i=r+1}^{n-s} X_{i:n} + rX_{r+1:n} + sX_{n-s:n} \right\}$$

$$= \frac{1}{n} \left\{ \sum_{i=1}^{n} X_{i:n} + rX_{r+1:n} + sX_{n-s:n} - \sum_{i=1}^{r} X_{i:n} - \sum_{i=n-s+1}^{n} X_{i:n} \right\}. \quad (119)$$

Then, by proceeding as in the last section, simple expressions for the mean and variance of the general Winsorized mean in (119) for the INID case were derived in [30], and these are described in this section and illustrated with some examples.
From (119), we readily find the mean of $W_n(r, s)$ as

$$E[W_n(r, s)] = \frac{1}{n} \left\{ \sum_{i=1}^{n} \mu_i + \sum_{i=1}^{r} (\mu_{r+1:n} - \mu_{i:n}) - \sum_{i=n-s+1}^{n} (\mu_{i:n} - \mu_{n-s:n}) \right\},$$  

(120)

where $X_i$'s are INID random variables with $E(X_i) = \mu_i$ and $\text{Var}(X_i) = \sigma_i^2$, $i = 1, \ldots, n$. Further, upon using (106), (114), and (115), it can be shown that

$$E[W_n(r, s)]^2 = \frac{1}{n^2} \left[ \sum_{i=1}^{n} \sigma_i^2 + \left( \sum_{i=1}^{n} \mu_i \right)^2 + r(r + 2)\mu_{r+1:n}^2 + s(s + 2)\mu_{n-s:n}^2 \right. $$

$$ - \sum_{i=1}^{r} \mu_{i:n}^2 - \sum_{i=n-s+1}^{n} \mu_{i:n}^2 + 2 \sum_{i=1}^{r} \sum_{j=i+1}^{r+1} \mu_{i:j:n} + 2 \sum_{i=n-s}^{n} \sum_{j=i+1}^{n} \mu_{i:j:n} $$

$$ - 2r \sum_{i=n-s+1}^{n} \mu_{r+1:i:n} - 2s \sum_{i=n-s}^{n} \mu_{n-s-i:n} + 2rs \mu_{r+1,n-s:n} $$

$$ - 2r \sum_{i=n-s+1}^{n} \mu_{r+1:i:n} - 2s \sum_{i=n-s}^{n} \mu_{i:n} + 2s \sum_{i=n-s+1}^{n} \mu_{i:j:n} $$

$$ + 2 \sum_{i=1}^{r} \sum_{h=1}^{n} \mu_{i:h} \left( \mu_{r+1:n-1}^2 - \mu_{i:n-1}^2 \right) $$

$$ - 2 \sum_{i=n-s}^{n} \sum_{h=1}^{n} \mu_{i:h} \left( \mu_{n-s-1:n-1}^2 - \mu_{i:n-1}^2 \right) \right].$$  

(121)

From the expressions in (120) and (121), the variance of $W_n(r, s)$ can be readily computed as

$$\text{Var}(W_n(r, s)) = E[W_n(r, s)]^2 - \{E[W_n(r, s)]\}^2.$$

For the remainder of this section, we shall focus on symmetrically Winsorized mean, i.e., the case when $r = s$.

**Scale-outlier model**

Suppose the $n$ distributions are all symmetric about 0 (without loss of any generality) but have different variances, say, $\sigma_1^2 = \cdots = \sigma_{n-p}^2 = \sigma^2$ and $\sigma_{n-p+1}^2 = \cdots = \sigma_n^2 = \tau^2$. In this case, because of the symmetry relationships

$$\mu_{i:n}^{(k)} = (-1)^k \mu_{i:n}^{(k)} \quad \text{and} \quad \mu_{i,j:n} = \mu_{n-j+1,n-i+1:n},$$

the expressions in (120) and (121) reduce to

$$E[W_n(r, r)] = \frac{1}{n} \left\{ r \mu_{r+1:n} - \sum_{i=1}^{r} \mu_{i:n} + \sum_{i=1}^{r} \mu_{i:n} - r \mu_{r+1:n} \right\} = 0,$$
which simply implies that the symmetrically Winsorized mean $W_n(r, r)$ is an unbiased estimator, and

\[
\text{Var}(W_n(r, r)) = E[W_n(r, r)]^2
\]

\[
= \frac{1}{n^2} \left[ (n - p)\sigma^2 + pr^2 + 2r(r + 2)\mu^{(2)}_{r+1:n} - 2 \sum_{i=1}^{r} \mu^{(2)}_{i:n} \right.
\]

\[
+ 4 \sum_{i=1}^{r} \sum_{j=i+1}^{r+1} \mu_{i,j:n} - 4r \sum_{i=1}^{r} \mu_{i,r+2:n} + 2r^2 \mu_{r+1,n-r:n}
\]

\[
- 4r \sum_{i=1}^{r} \mu_{i,n-r:n} + 2 \sum_{i=1}^{r} \sum_{j=i-r+1}^{n} \mu_{i,j:n} \right],
\]

(122)

respectively.

**Location-outlier model**

Suppose the $n$ distributions have different means, say, $\mu_1 = \cdots = \mu_{n-p} = 0$ and $\mu_{n-p+1} = \cdots = \mu_n = \lambda$, and same variance $\sigma_1^2 = \cdots = \sigma_n^2 = \sigma^2$. In this case, the expressions in (120) and (121) reduce to

\[
E[W_n(r, r)] = \frac{1}{n} \left\{ p\lambda + \sum_{i=1}^{r} (\mu_{r+1:n} - \mu_{i:n}) - \sum_{i=n-r+1}^{n} (\mu_{i:n} - \mu_{n-r:n}) \right\}
\]

(123)

and

\[
E[W_n(r, r)]^2 = \frac{\sigma^2}{n} + \frac{1}{n^2} \left[ p^2 \lambda^2 + r(r + 2) \left\{ \mu^{(2)}_{r+1:n} + \mu^{(2)}_{n-r:n} \right\}
\]

\[
- \sum_{i=1}^{r} \mu^{(2)}_{i:n} - \sum_{i=n-r+1}^{n} \mu^{(2)}_{i:n} + 2 \sum_{i=1}^{r} \sum_{j=i+1}^{r+1} \mu_{i,j:n} + 2 \sum_{i=n-r}^{n-1} \sum_{j=i+1}^{n} \mu_{i,j:n}
\]

\[
- 2r \sum_{i=1}^{r} \mu_{i,r+2:n} - 2 \sum_{i=n-r}^{n} \mu_{n-r-1:i:n} + 2r^2 \mu_{r+1,n-r:n}
\]

\[
- 2r \sum_{i=n-r+1}^{n} \mu_{r+1:i:n} - 2 \sum_{i=1}^{r} \sum_{j=n-r+1}^{n} \mu_{i,j:n} + 2 \sum_{i=1}^{r} \sum_{j=n-r+1}^{n} \mu_{i,j:n}
\]

\[
+ 2p\lambda \sum_{i=1}^{r} (\mu_{r+1:i:n} - [p - 1] - [p - 1])
\]

\[
- 2p\lambda \sum_{i=n-r}^{n} (\mu_{i:n} - [p - 1] - [p - 1]) \right],
\]

(124)

respectively.
ILLUSTRATIVE EXAMPLES

Example 6.16. Suppose we have a sample of size 10, out of which nine are distributed as $N(\mu, 1)$ and one outlier is distributed as $N(\mu + \lambda, 1)$. Then, by using the tables of means, variances and covariances of order statistics from a single location-outlier normal model presented in [56], the bias and mean square error of $W_{10}(1,1)$ and $W_{10}(2,2)$ were computed in [30] from (123) and (124) as follows:

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Bias($W_{10}(1,1)$)</th>
<th>Bias($W_{10}(2,2)$)</th>
<th>MSE($W_{10}(1,1)$)</th>
<th>MSE($W_{10}(2,2)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.04937</td>
<td>0.04889</td>
<td>0.09505</td>
<td>0.10693</td>
</tr>
<tr>
<td>1.0</td>
<td>0.13368</td>
<td>0.12392</td>
<td>0.16298</td>
<td>0.11403</td>
</tr>
<tr>
<td>1.5</td>
<td>0.19406</td>
<td>0.14500</td>
<td>0.20239</td>
<td>0.12404</td>
</tr>
<tr>
<td>2.0</td>
<td>0.311x</td>
<td>0.16216</td>
<td>0.356x</td>
<td>0.13902</td>
</tr>
<tr>
<td>3.0</td>
<td>0.400x</td>
<td>0.14715</td>
<td>0.450x</td>
<td>0.14380</td>
</tr>
<tr>
<td>4.0</td>
<td>0.500x</td>
<td>0.14926</td>
<td>0.500x</td>
<td>0.14926</td>
</tr>
</tbody>
</table>

Example 6.17. Suppose we have a sample of size 10, out of which nine are distributed as $N(\mu, 1)$ and one outlier is distributed as $N(\mu, \tau^2)$. Once again, by using the tables of means, variances and covariances of order statistics from a single scale-outlier normal model presented in [56], the variance of the unbiased estimators $W_{10}(1,1)$ and $W_{10}(2,2)$ were computed in [30] from (122) as follows:

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>Var($W_{10}(1,1)$)</th>
<th>Var($W_{10}(2,2)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.09570</td>
<td>0.09972</td>
</tr>
<tr>
<td>2.0</td>
<td>0.12214</td>
<td>0.12668</td>
</tr>
<tr>
<td>3.0</td>
<td>0.13222</td>
<td>0.13365</td>
</tr>
<tr>
<td>4.0</td>
<td>0.13802</td>
<td>0.13743</td>
</tr>
</tbody>
</table>

Remark 6.18. These values agree (up to 5 decimal places) in almost all cases with those in [5, pp. 128–130]. The differences that exist are in the fifth decimal place and may be due to the computational error accumulated in the computations in [5], since all the elements of the variance-covariance matrix of order statistics were used in the calculations there. For example, in the case when $n = 10$ and $r = 1$, while the expression in (122) would use only 6 elements of the variance-covariance matrix, the direct computation carried out in [5] would have used $(8 \times 9) / 2 = 36$ elements.

7. Robust estimation for exponential distribution

7.1. Introduction

In the last three sections, numerous results have been presented on distributions and moments of order statistics from INID variables, with a special emphasis in many cases on results for multiple-outlier models. In their book *Outliers in Statistical Data*, Barnett and Lewis [43, p. 68] have stated

“A study of the multiple-outlier model has been recently carried out by Balakrishnan, who gives a substantial body of results on the moments of order statistics. . . He indicated that these results can in principle be applied to robustness studies in the multiple-outlier situation, but at the time of writing, we are not aware of any published application. There is much work waiting to be done in this important area.”
Subsequently, the permanent approach was used successfully in [16] along with a differential equation technique to develop a simple and efficient recursive algorithm for the computation of single and product moments of order statistics from INID exponential random variables. This algorithm was then utilized to address the robust estimation of the exponential mean when multiple outliers are possibly present in the sample. Here, we describe these developments and their applications to robustness issues.

Consider $X_1, \ldots, X_n$ to be INID exponential random variables with $X_i$ (for $i = 1, \ldots, n$) having probability density function

$$f_i(x) = \frac{1}{\theta_i} e^{-x/\theta_i}, \quad x \geq 0, \quad \theta_i > 0,$$

and cumulative distribution function

$$F_i(x) = 1 - e^{-x/\theta_i}, \quad x \geq 0, \quad \theta_i > 0.$$  

It is clear from (125) and (126) that the distributions satisfy the differential equations

$$f_i(x) = \frac{1}{\theta_i} \left(1 - F_i(x)\right), \quad x \geq 0, \quad \theta_i > 0, \quad i = 1, \ldots, n.$$  

7.2. Relations for single moments

The following theorem has been established in [16] for the single moments of order statistics by using the differential equation in (127).

**Theorem 7.1.** For $n = 1, 2, \ldots$ and $k = 0, 1, 2, \ldots$,

$$
\mu_{1:n}^{(k+1)} = \frac{k + 1}{\left(\sum_{i=1}^{n} 1/\theta_i\right)} \mu_{1:n}^{(k)}; \\

\mu_{r:n}^{(k+1)} = \frac{1}{\left(\sum_{i=1}^{n} 1/\theta_i\right)} \left\{ (k + 1)\mu_{r:n}^{(k)} + \sum_{i=1}^{n} \frac{1}{\theta_i} \mu_{r-1:n-i}^{(k+1)} \right\}. 
$$

**Proof.** We shall present the proof for the relation in (129) while (128) can be proved on similar lines. For $2 \leq r \leq n$ and $k = 0, 1, 2, \ldots$, we can write from (8)

$$
(r - 1)!(n - r)\mu_{r:n}^{(k)} \\
= \sum_{p} \int_{0}^{\infty} x^{k} F_{i_1}(x) \cdots F_{i_{r-1}}(x) f_{i_r}(x) \{1 - F_{i_{r+1}}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx \\
= \sum_{p} \frac{1}{\theta_{i_r}} \int_{0}^{\infty} x^{k} F_{i_1}(x) \cdots F_{i_{r-1}}(x) \{1 - F_{i_r}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx.
$$
upon using (127). Integrating now by parts treating \(x^k\) for integration and the rest of the integrand for differentiation, we obtain

\[
(r - 1)(n - r)\mu_{r,n}^{(k)} = \frac{1}{k + 1} \sum_p \frac{1}{\theta_{r_p}} \left[ - \int_0^\infty x^{k+1} f_{i_1}(x) F_{i_2}(x) \cdots F_{i_{r-1}}(x) \right.
\]

\[
\times \{1 - F_{i_r}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx
\]

\[
\cdots
\]

\[
- \int_0^\infty x^{k+1} F_{i_1}(x) \cdots F_{i_{r-2}}(x) f_{i_{r-1}}(x) \times \{1 - F_{i_r}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx
\]

\[
+ \int_0^\infty x^{k+1} F_{i_1}(x) \cdots F_{i_{r-1}}(x) f_{i_r}(x) \times \{1 - F_{i_{r+1}}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx
\]

\[
\cdots
\]

\[
+ \int_0^\infty x^{k+1} F_{i_1}(x) \cdots F_{i_{r-1}}(x) \times \{1 - F_{i_r}(x)\} \cdots \{1 - F_{i_{n-1}}(x)\} f_{i_n}(x) \, dx \].

Upon splitting the first set of integrals (ones with negative sign) on the RHS of (130) into two each through the term \(1 - F_{i_r}(x)\), we obtain

\[
(r - 1)(n - r)\mu_{r,n}^{(k)} = \frac{1}{k + 1} \sum_p \frac{1}{\theta_{r_p}} \left[ \int_0^\infty x^{k+1} f_{i_1}(x) F_{i_2}(x) \cdots F_{i_r}(x) \right.
\]

\[
\times \{1 - F_{i_{r+1}}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx
\]

\[
\cdots
\]

\[
+ \int_0^\infty x^{k+1} F_{i_1}(x) \cdots F_{i_{r-1}}(x) f_{i_{r-1}}(x) \times \{1 - F_{i_r}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx
\]

\[
+ \int_0^\infty x^{k+1} F_{i_1}(x) \cdots F_{i_{r-2}}(x) f_{i_{r-1}}(x) \times \{1 - F_{i_r}(x)\} \cdots \{1 - F_{i_{n-1}}(x)\} f_{i_n}(x) \, dx
\]

\[
\cdots
\]
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\[
- \left\{ \int_0^\infty x^{k+1} f_i(x) F_i(x) \cdots F_r(x) \right. \\
\times \left\{ 1 - F_{i+1}(x) \right\} \cdots \left\{ 1 - F_n(x) \right\} \, dx \\
+ \cdots \\
+ \left. \int_0^\infty x^{k+1} F_i(x) \cdots F_{i-2}(x) f_{i-1}(x) \right. \\
\times \left\{ 1 - F_{i+1}(x) \right\} \cdots \left\{ 1 - F_n(x) \right\} \, dx \right] \\
= \frac{1}{k+1} \left[ \left( \sum_{i=1}^n \frac{1}{\theta_i} \right) (r-1)! (n-r)! \mu_{r+1}^{(k+1)} \right. \\
- (r-2)! (n-r)! (r-1) \sum_{i=1}^n \frac{1}{\theta_i} \mu_{r+1}^{(k+1)} \left. \right]. \quad (131)
\]

The relation in (129) is obtained by simply rewriting (131).

Remark 7.2. The relations in Theorem 7.1 will enable one to compute all the single moments of all order statistics in a simple recursive manner for any specified values of \( \theta_i \) (i = 1, ..., n).

Remark 7.3. For the case when the exponential variables are IID, i.e., \( \theta_1 = \cdots = \theta_n = 1 \), the relations in Theorem 7.1 readily reduce to those in [71].

7.3. Relations for product moments

The following theorem has been established in [16] for the product moments of order statistics by using the differential equation in (127).

**Theorem 7.4.** For \( n = 2, 3, \ldots \),

\[
\mu_{1,2;n} = \frac{1}{\sum_{i=1}^n \frac{1}{\theta_i}} (\mu_{1;n} + \mu_{2;n});
\]

for 2 \( \leq r \leq n-1 \),

\[
\mu_{r,r+1;n} = \frac{1}{\sum_{i=1}^n \frac{1}{\theta_i}} \left\{ (\mu_{r;n} + \mu_{r+1;n}) + \sum_{i=1}^n \frac{1}{\theta_i} \mu_{r-1,r+1}^{[i]} \right\}; \quad (132)
\]

for 3 \( \leq s \leq n \),

\[
\mu_{1,s;n} = \frac{1}{\sum_{i=1}^n \frac{1}{\theta_i}} (\mu_{1;n} + \mu_{s;n});
\]

for 2 \( \leq r < s \leq n \) and \( s - r \geq 2 \),

\[
\mu_{r,s;n} = \frac{1}{\sum_{i=1}^n \frac{1}{\theta_i}} \left\{ (\mu_{r;n} + \mu_{s;n}) + \sum_{i=1}^n \frac{1}{\theta_i} \mu_{r-1,s-1;n-1}^{[i]} \right\}.
\]
Proof. We shall present the proof for the relation in (132) while the other three relations can be proved on similar lines. For \(2 \leq r \leq n - 1\), we can write from (12)

\[
(r - 1)!(n - r - 1)! \mu_{r,n} = (r - 1)!(n - r - 1)! \, E(X_{r:n}X_{r+1:n}^0)
\]

\[
= \sum_p \int_0^\infty \int_x^\infty xF_{i_1}(x)\cdots F_{i_{r-1}}(x)f_{i_r}(x)f_{i_{r+1}}(y)
\]

\[
\times \{1 - F_{i_{r+2}}(y)\} \cdots \{1 - F_{i_n}(y)\} \, dy \, dx
\]

\[
= \sum_p \int_0^\infty xF_{i_1}(x)\cdots F_{i_{r-1}}(x)f_{i_r}(x)I(x) \, dx, \quad (133)
\]

where

\[
I(x) = \int_x^\infty f_{i_{r+1}}(y)\{1 - F_{i_{r+2}}(y)\} \cdots \{1 - F_{i_n}(y)\} \, dy
\]

\[
= \frac{1}{\theta_{i_{r+1}}} \int_x^\infty \{1 - F_{i_{r+1}}(y)\} \cdots \{1 - F_{i_n}(y)\} \, dy
\]

\[
= \frac{1}{\theta_{i_{r+1}}} \left[ \int_x^\infty yf_{i_{r+1}}(y)\{1 - F_{i_{r+2}}(y)\} \cdots \{1 - F_{i_n}(y)\} \, dy
\]

\[+ \cdots \]

\[+ \int_x^\infty y\{1 - F_{i_{r+1}}(y)\} \cdots \{1 - F_{i_{n-1}}(y)\} \, f_{i_n}(y) \, dy
\]

\[- x\{1 - F_{i_{r+1}}(x)\} \cdots \{1 - F_{i_n}(x)\} \, f_{i_n}(y) \, dy \right].
\]

Upon substituting this in (133), we get

\[
(r - 1)!(n - r - 1)! \mu_{r,n} = \sum_p \frac{1}{\theta_{i_{r+1}}} \left[ \int_0^\infty \int_x^\infty xyF_{i_1}(x)\cdots F_{i_{r-1}}(x)f_{i_r}(x)f_{i_{r+1}}(y)
\]

\[\times \{1 - F_{i_{r+2}}(y)\} \cdots \{1 - F_{i_n}(y)\} \, dy \, dx
\]

\[+ \cdots \]

\[+ \int_0^\infty \int_x^\infty xyF_{i_1}(x)\cdots F_{i_{r-1}}(x)f_{i_r}(x)
\]

\[\times \{1 - F_{i_{r+1}}(y)\} \cdots \{1 - F_{i_{n-1}}(y)\} \, f_{i_n}(y) \, dy \, dx
\]

\[- \int_0^\infty x^2F_{i_1}(x)\cdots F_{i_{r-1}}(x)f_{i_r}(x)
\]

\[\times \{1 - F_{i_{r+1}}(x)\} \cdots \{1 - F_{i_n}(x)\} \, dx \right]. \quad (134)
\]
Next, from (12) let us write for $2 \leq r \leq n - 1$

$$(r - 1)! \mu_{r+1:n} = (r - 1)! (n - r - 1)! E(X_{r:n}^0 X_{r+1:n})$$

$$= \sum_{P} \int_0^\infty \int_0^y yF_i(x) \cdots F_{i-r+1}(x)f_{i-r+1}(y)$$

$$\times \{1 - F_{i-r+2}(y)\} \cdots \{1 - F_{n}(y)\} \, dx \, dy$$

$$= \sum_{P} \int_0^\infty yf_{i-r+1}(y)\{1 - F_{i-r+2}(y)\} \cdots \{1 - F_{n}(y)\} J(y) \, dy, \quad (135)$$

where

$$J(y) = \int_0^y F_i(x) \cdots F_{i-r+1}(x)f_{i-r+1}(x) \, dx$$

$$= \frac{1}{\theta_{i-r}} \left[ \int_0^y F_i(x) \cdots F_{i-r+1}(x) \, dx - \int_0^y F_i(x) \cdots F_{i-r+1}(x) \, dx \right]$$

$$= \frac{1}{\theta_{i-r}} \left[ yF_i(y) \cdots F_{i-r+1}(y) - \int_0^y xF_{i-r+2}(x) \cdots F_{i-r+1}(x) \, dx \right.$$

$$\quad \cdots \cdots \int_0^y xF_{i-r+2}(x) \cdots F_{i-r+1}(x) \, dx$$

$$\quad - yF_{i-r+2}(y) + \int_0^y xF_{i-r+2}(x)F_{i-r+1}(x) \, dx$$

$$\quad \cdots \cdots + \int_0^y xF_{i-r+2}(x) \cdots F_{i-r+1}(x) f_{i-r+1}(x) \, dx \right].$$

Upon substituting this in (135), we get

$$(r - 1)! (n - r - 1)! \mu_{r+1:n}$$

$$= \sum_{P} \frac{1}{\theta_{i-r}} \left[ \int_0^\infty y^2 F_i(y) \cdots F_{i-r+1}(y)f_{i-r+1}(y)\{1 - F_{i-r+2}(y)\} \cdots \{1 - F_{n}(y)\} \, dy \right.$$

$$\left. - \int_0^\infty \int_x^\infty xyF_{i-r+2}(x) \cdots F_{i-r+1}(x) f_{i-r+1}(y) \right.$$  

$$\times \{1 - F_{i-r+2}(y)\} \cdots \{1 - F_{n}(y)\} \, dy \, dx$$

$$\left. - \cdots \right.$$  

$$\left. - \int_0^\infty \int_x^\infty xyF_{i-r+2}(x) \cdots F_{i-r+1}(x) f_{i-r+1}(y) \right.$$  

$$\times \{1 - F_{i-r+2}(y)\} \cdots \{1 - F_{n}(y)\} \, dy \, dx$$

$$\left. - \int_0^\infty \int_x^\infty y^2 F_i(y) \cdots F_{i-r+1}(y)f_{i-r+1}(y) \right].$$
\[ \times \{1 - F_{r+2}(y)\} \cdots \{1 - F_{1}(y)\} \, dy \]
\[ + \int_{0}^{\infty} \int_{x}^{\infty} xy f_{r+1}(x) F_{r+1}(x) \cdots F_{r}(x) f_{r+1}(y) \]
\[ \times \{1 - F_{r+2}(y)\} \cdots \{1 - F_{1}(y)\} \, dy \, dx \]
\[ + \cdots \]
\[ + \int_{0}^{\infty} \int_{x}^{\infty} xy F_{r+1}(x) \cdots F_{r-1}(x) f_{r}(x) f_{r+1}(y) \]
\[ \times \{1 - F_{r+2}(y)\} \cdots \{1 - F_{1}(y)\} \, dy \, dx \] \quad \text{(136)}

On adding (134) and (136) and simplifying the resulting expression, we obtain
\[ (r - 1)!(n - r - 1)! \mu_{r,n + \mu_{r+1,n}} \]
\[ = \left( \sum_{i=1}^{n} \frac{1}{\theta_{i}} \right) (r - 1)! (n - r - 1)! \mu_{r,r+1} \]
\[ - (r - 2)! (n - r - 1)! (r - 1) \sum_{i=1}^{n} \frac{1}{\theta_{i}} \mu_{r-1,r,n-1}^{[q]} . \]

The relation in (132) is derived simply by rewriting the above equation. \qed

Remark 7.5. The relations in Theorem 7.4 will enable one to compute all the product moments of all order statistics in a simple recursive manner for any specified values of \( \theta_{i} \) (i = 1, \ldots, n).

Remark 7.6. For the case when the exponential variables are IID, i.e., \( \theta_{1} = \cdots = \theta_{n} = 1 \), the relations in Theorem 7.4 readily reduce to relations equivalent to those in [72].

7.4. Results for the multiple-outlier model

Let us consider the multiple-outlier model in which \( \theta_{1} = \cdots = \theta_{n-p} = \theta \) and \( \theta_{n-p+1} = \cdots = \theta_{n} = \tau \). In this case, the relations in Theorems 7.1 and 7.4 reduce to the following:

(i) For \( n \geq 1 \) and \( k = 0, 1, 2, \ldots \),
\[ \mu_{r,n}^{(k+1)}[p] = \frac{k + 1}{(\frac{n-p}{\theta} + \frac{1}{\tau})} \mu_{r,n}^{(k)}[p]. \]

(ii) For \( 1 \leq r \leq n \) and \( k = 0, 1, 2, \ldots \),
\[ \mu_{r,n}^{(k+1)}[p] = \frac{1}{(\frac{n-p}{\theta} + \frac{1}{\tau})} \left\{ (k + 1) \mu_{r,n}^{(k)}[p] + \frac{n - p}{\theta} \mu_{r-1,n-1}^{(k+1)}[p] \right. \]
\[ + \frac{p}{\tau} \mu_{r-1,n-1}^{(k+1)}[p - 1] \right\}. \]
(iii) For \( n \geq 2 \),
\[
\mu_{1,2,n}[p] = \frac{1}{\left(\frac{n-p}{p} + \frac{p}{\tau}\right)} \{\mu_{1,n}[p] + \mu_{2,n}[p]\}.
\]

(iv) For \( 2 \leq r \leq n - 1 \),
\[
\mu_{r,r+1,n}[p] = \frac{1}{\left(\frac{n-r}{p} + \frac{p}{\tau}\right)} \left\{\mu_{r,n}[p] + \mu_{r+1,n}[p] + \frac{n-p}{\theta} \mu_{r-1,r,n-1}[p] \right.
\]
\[
\left. + \frac{p}{\tau} \mu_{r-1,r,n-1}[p-1]\right\}.
\]

(v) For \( 3 \leq s \leq n \),
\[
\mu_{1,s,n}[p] = \frac{1}{\left(\frac{n-p}{p} + \frac{p}{\tau}\right)} \{\mu_{1,n}[p] + \mu_{s,n}[p]\}.
\]

(vi) For \( 2 \leq r < s \leq n \) and \( s - r \geq 2 \),
\[
\mu_{r,s,n}[p] = \frac{1}{\left(\frac{n-p}{\theta} + \frac{p}{\tau}\right)} \left\{\mu_{r,n}[p] + \mu_{s,n}[p] + \frac{n-p}{\theta} \mu_{r-1,s-1,n-1}[p] \right.
\]
\[
\left. + \frac{p}{\tau} \mu_{r-1,s-1,n-1}[p-1]\right\}.
\]

Here, \( \mu_{r,n}[p] \) and \( \mu_{r,n-1}[p-1] \) denote the mean of the \( r \)-th order statistic when there are \( p \) and \( p-1 \) outliers, respectively.

**Remark 7.7.** Relations (i)–(vi) will enable one to compute all the single and product moments of all order statistics from a \( p \)-outlier model in a simple recursive manner. By starting with the IID results (case \( p = 0 \)), these relations will yield the single and product moments of all order statistics from a single-outlier model (case \( p = 1 \)), which in turn can be used to produce the results for \( p = 2 \), and so on.

### 7.5. Optimal Winsorized and trimmed means

By allowing a single outlier in an exponential sample, it was shown in [75] that the one-sided Winsorized mean
\[
W_{m,n} = \frac{1}{m+1} \left\{ \sum_{i=1}^{m-1} X_{i:n} + (n-m-1)X_{m:n} \right\}
\]
(137)
is optimal in that it has the smallest mean square error among all linear estimators based on the first \( m \) order statistics when, in fact, there is no outlier. The determination of an optimal \( m \) for given values of \( n \) and \( h = \theta/\tau \) was subsequently discussed in [69], where \( \tau \) is the mean of the outlying observation. Making use of the recursive algorithm described above for the moments of order statistics from a \( p \)-outlier
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20 0.05 17 25.071 14 50.296 11 70.707 9 85.163
0.10 17 6.355 14 12.349 12 17.307 9 20.964
0.15 18 3.057 15 5.506 12 7.627 10 9.260
0.20 18 1.964 15 3.189 13 4.320 11 5.210
0.25 18 1.486 16 2.170 14 2.786 12 3.371
0.30 19 1.251 17 1.642 15 2.046 13 2.398
0.35 19 1.132 17 1.352 16 1.601 14 1.833
0.40 19 1.061 18 1.187 16 1.337 15 1.488
0.45 19 1.019 18 1.085 17 1.177 16 1.272
0.50 20 1.000 19 1.036 18 1.082 17 1.137

Table 4 – Optimal Winsorized estimator of $\theta$ and relative efficiency when $p$ outliers (with $\theta/\tau = h$) are in the sample

exponential model, the optimal choice $m^*$ of $m$ for various choices of $h$, $n$ and $p$ were determined in [16]. For $n = 20$, these values are presented in table 4. Similar results are presented in table 5 for the optimal choice $m^{**}$ of $m$ for the one-sided trimmed mean

$$T_{m,n} = \frac{1}{m} \sum_{i=1}^{m} X_{i:n}$$ (138)

that yields the smallest mean square error for given values of $n$ and $h = \theta/\tau$.

The values in tables 4 and 5 reveal that the relative efficiency of the optimal trimmed estimator compared to the optimal Winsorized estimator increases significantly as $h$ decreases and/or $p$ increases. This means that the optimal trimmed estimator provides greater protection than the optimal Winsorized estimator when more (or few pronounced) outliers are present in the sample, but that it comes at a higher premium when at most one or few non-pronounced outliers are present.

7.6. Robustness of various linear estimators

Let us consider the following linear estimators of $\theta$:

(i) Complete sample estimator $W_{n,n}$,

(ii) Winsorized estimator in (137) based on $m = 90\%$ of $n$,

(iii) Winsorized estimator in (137) based on $m = 80\%$ of $n$,

(iv) Winsorized estimator in (137) based on $m = 70\%$ of $n$,

(v) trimmed estimator in (138) based on $m = 90\%$ of $n$, 
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Table 5 – Optimal trimmed estimator of $\theta$ and relative efficiency when $p$ outliers (with $\theta/\tau = h$) are in the sample

<table>
<thead>
<tr>
<th>$n$</th>
<th>$h$</th>
<th>$p = 1$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$m^{**}$</td>
<td>RE</td>
<td>$m^{**}$</td>
<td>RE</td>
</tr>
<tr>
<td>20</td>
<td>0.05</td>
<td>19</td>
<td>1.295</td>
<td>18</td>
<td>1.813</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>19</td>
<td>1.268</td>
<td>18</td>
<td>1.702</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>19</td>
<td>1.230</td>
<td>18</td>
<td>1.574</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>19</td>
<td>1.188</td>
<td>18</td>
<td>1.444</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>19</td>
<td>1.149</td>
<td>18</td>
<td>1.315</td>
</tr>
<tr>
<td></td>
<td>0.30</td>
<td>19</td>
<td>1.109</td>
<td>19</td>
<td>1.316</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>19</td>
<td>1.065</td>
<td>19</td>
<td>1.302</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>19</td>
<td>1.028</td>
<td>19</td>
<td>1.255</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>19</td>
<td>0.998</td>
<td>19</td>
<td>1.206</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>19</td>
<td>0.967</td>
<td>19</td>
<td>1.139</td>
</tr>
</tbody>
</table>

We have presented in table 6 the values of bias and mean square error for the above eight estimators when $n = 20$, $p = 1(1)4$ and $h = 0.25(0.25)0.75$.

From table 6, we observe that while the complete sample estimator and the Chikkagoudar-Kunchur estimator in (139) are most efficient when there is no outlier or when there are few non-pronounced outliers, they develop serious bias and possess large mean square error when the outliers become pronounced. Once again, from this table we observe that the trimmed estimators provide good protection against the presence of few pronounced outliers, but it is attained with a higher premium.

Remark 7.8. After noting that the Chikkagoudar-Kunchur estimator is non-robust to the presence of outliers, [22] modified the estimator $\text{CK}_n$ in (139) by downweighing the larger order statistics. Though this resulted in an improvement, yet pronounced outliers had an adverse effect on this estimator as well.

Remark 7.9. Some recurrence relations for the single and product moments of order statistics from multiple-outlier exponential models were derived directly in [49], and used to carry out a rather extensive evaluation and comparison of several different linear estimators of the exponential mean.
Table 6 – Bias and mean square error of eight estimators of $\theta$ when $p$ outliers (with $\theta/\tau = h$) are present in the sample of size $n = 20$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$p = 1$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>MSE</td>
<td>Bias</td>
<td>MSE</td>
</tr>
<tr>
<td>0.75</td>
<td>(i) -0.0317 0.0481 -0.0159 0.0491 0.0000 0.0506 0.0159 0.0527</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(ii) -0.0381 0.0530 -0.0234 0.0538 -0.0085 0.0550 0.0066 0.0568</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(iii) -0.0450 0.0591 -0.0309 0.0598 -0.0166 0.0609 -0.0021 0.0625</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(iv) -0.0534 0.0669 -0.0398 0.0675 -0.0260 0.0686 -0.0120 0.0701</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(v) -0.2217 0.0841 -0.2104 0.0892 -0.1983 0.0765 -0.1864 0.0731</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(vi) -0.3697 0.1634 -0.3607 0.1576 -0.3515 0.1519 -0.3422 0.1462</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(vii) -0.4848 0.2560 -0.4777 0.2497 -0.4703 0.2434 -0.4629 0.2370</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(viii) -0.0572 0.0479 -0.0418 0.0481 -0.0264 0.0487 -0.0110 0.0498</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>(i) 0.0000 0.0522 0.0476 0.0612 0.0952 0.0748 0.1429 0.0930</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(ii) -0.0157 0.0546 0.0231 0.0600 0.0638 0.0691 0.1061 0.0825</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(iii) -0.0257 0.0603 0.0093 0.0645 0.0459 0.0717 0.0844 0.0824</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(iv) -0.0360 0.0679 -0.0037 0.0714 0.0303 0.0775 0.0660 0.0867</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(v) -0.2052 0.0787 -0.1759 0.0704 -0.1451 0.0637 -0.1129 0.0589</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(vi) -0.3581 0.1560 -0.3366 0.1429 -0.3139 0.1303 -0.2901 0.1182</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(vii) -0.4761 0.2484 -0.4596 0.2343 -0.4421 0.2201 -0.4238 0.2058</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(viii) -0.0266 0.0500 0.0194 0.0560 0.0655 0.0662 0.1116 0.0808</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>(i) 0.0952 0.0884 0.2381 0.1701 0.3810 0.2925 0.5238 0.4558</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(ii) 0.0203 0.0595 0.1071 0.0841 0.2131 0.1414 0.3353 0.2402</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(iii) 0.0019 0.0633 0.0708 0.0784 0.1496 0.1089 0.2403 0.1619</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(iv) -0.0130 0.0701 0.0468 0.0814 0.1139 0.1035 0.1895 0.1405</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(v) -0.1805 0.0714 -0.1194 0.0596 -0.0471 0.0568 0.0360 0.0686</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(vi) -0.3426 0.1464 -0.3023 0.1240 -0.2569 0.1030 -0.2054 0.0848</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(vii) -0.4653 0.2390 -0.4359 0.2150 -0.4032 0.1905 -0.3667 0.1659</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(viii) 0.0645 0.0782 0.2017 0.1459 0.3392 0.2515 0.4770 0.3954</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Remark 7.10. In order to illustrate the usefulness of the differential equation technique described in sections 7.2 and 7.3, a “complete set” of recurrence relations for the single and product moments of order statistics from INID right-truncated exponential random variables were derived in [17].

8. Robust estimation for logistic distribution

8.1. Introduction

In the last section, we presented the results of [16] on a recursive algorithm for the computation of single and product moments of order statistics from INID exponential random variables and their use in the robust estimation of the exponential mean in the presence of multiple outliers. Arnold [16, pp. 243–246], in his discussion of this work, presented a direct approach for the computation of these moments and then remarked that

"Bala’s specialized differential equation techniques may have their finest hour in dealing with X_i’s for which minima and maxima are not nice. His proposed work in this direction will be interesting."

Motivated by this comment, the differential equation technique was recently used successfully in [51] to derive recurrence relations for the single moments of order statistics from INID logistic variables. These results were then applied to examine the effect of multiple outliers on various linear estimators of the location and scale parameters of the logistic distribution. These results, which extend the discussion in [15] on the robustness issues for a single-outlier model, are described in this section. In this regard, let X_1, X_2, . . . , X_n be independent logistic random variables having cumulative distribution functions F_1(x), F_2(x), . . . , F_n(x) and probability density functions f_1(x), f_2(x), . . . , f_n(x), respectively. Let X_1 ≤ X_2 ≤ . . . ≤ X_n denote the order statistics obtained by arranging the n X_i’s in increasing order of magnitude. Then the density function of X_r (1 ≤ r ≤ n) is [see (8)]

\[
    f_{r,n}(x) = \frac{1}{(r-1)!(n-r)!} \sum_{i_{1},i_{2},\ldots,i_{n}} F_{i_{1}}(x) f_{i_{1}}(x) \prod_{i=r+1}^{n} \{1 - F_{i}(x)\},
\]

(140)

where \(\sum_{i_{1},i_{2},\ldots,i_{n}}\) denotes the summation over all n! permutations \((i_{1},i_{2},\ldots,i_{n})\) of \((1,\ldots,n)\).

Similarly, if another independent random variable X_{n+1} \(\overset{d}{=} X_i\) (that is, with cumulative distribution function \(F_i(x)\) and probability density function \(f_i(x)\)) is added to the original n variables \(X_1, X_2, \ldots, X_n\), then the density function of \(X_{r,n+1}\)
(1 ≤ r ≤ n + 1) can be written as [see (8)]

\[
f_{r:n+1}^{[i]}(x) = \frac{F_i(x)}{(r-2)!(n-r+1)!} \sum_{p=1}^{r-2} \prod_{a=1}^{r-2} F_{i_a}(x) f_{r-i-1}(x) \prod_{b=r-i}^{n} \{1 - F_{i_b}(x)\} \\
+ \frac{f_i(x)}{(r-1)!(n-r+1)!} \sum_{p=1}^{r-1} \prod_{a=1}^{r-1} F_{i_a}(x) \prod_{b=r-i}^{n} \{1 - F_{i_b}(x)\} \\
+ \frac{1 - F_i(x)}{(r-1)!(n-r)!} \sum_{p=1}^{r-1} \prod_{a=1}^{r-1} F_{i_a}(x) f_{r-i}(x) \prod_{b=r+i+1}^{n} \{1 - F_{i_b}(x)\}, \quad x \in \mathbb{R}, \quad r = 1, \ldots, n.
\]

with the conventions that \(\prod_{a=r}^{s} = 1\) if \(s - r = -1\) and \(\prod_{a=r}^{s} = 0\) if \(s - r = -2\), so that the first term is omitted if \(r = 1\) and the last term is omitted if \(r = n + 1\). The superscript \([i]^+\) indicates that the random variable \(X_i\) is repeated.

Now, let us consider \(X_1, \ldots, X_n\) to be INID logistic random variables, with \(X_i\) (for \(i = 1, \ldots, n\)) having its probability density function as

\[
f_i(x) = \frac{ce^{-c(x-\mu_i)/\sigma_i}}{\sigma_i(1 + e^{-c(x-\mu_i)/\sigma_i})^2}, \quad x \in \mathbb{R}, \quad \mu_i \in \mathbb{R}, \quad \sigma_i > 0,
\]

and cumulative distribution function as

\[
F_i(x) = \frac{1}{1 + e^{-c(x-\mu_i)/\sigma_i}}, \quad x \in \mathbb{R}, \quad \mu_i \in \mathbb{R}, \quad \sigma_i > 0,
\]

for \(i = 1, 2, \ldots, n\), where \(c = \pi/\sqrt{3}\).

From (142) and (143), we see that the distributions satisfy the differential equations

\[
f_i(x) = \frac{c}{\sigma_i} F_i(x) \{1 - F_i(x)\}, \quad x \in \mathbb{R}, \quad \sigma_i > 0,
\]

for \(i = 1, 2, \ldots, n\).

Let us denote the single moments \(E(X_{r:n}^k)\) by \(\mu_{r:n}^{(k)}\), 1 ≤ r ≤ n and \(k = 1, 2, \ldots\). Let us also use \(\mu_{r:n+1}^{[i]}\) and \(\mu_{r:n+1}^{[i]^+}\) to denote the single moments of order statistics arising from \(n - 1\) variables obtained by deleting \(X_i\) from the original \(n\) variables \(X_1, X_2, \ldots, X_n\) and the single moments of order statistics arising from \(n + 1\) variables obtained by adding an independent \(X_{n+1}\) to the original \(n\) variables \(X_1, X_2, \ldots, X_n\), respectively.

### 8.2. Relations for single moments

In this section, we present the following recurrence relations for the single moments established in [51] by making use of the differential equations in (144).
Theorem 8.1. For $n \geq 1$ and $k = 0, 1, 2, \ldots$,

$$\sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{[i]}^{(k+1)} = -\frac{(k+1)}{c} \mu_{[i]}^{(k)} + \left(\sum_{i=1}^{n} \frac{1}{\sigma_i}\right) \mu_{[1:n]}^{(k+1)}; \quad (145)$$

for $2 \leq r \leq n$ and $k = 0, 1, 2, \ldots$,

$$\sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{[r:n]}^{(k+1)} = \frac{(k+1)}{c} \left[\mu_{[r]}^{(k)} - \mu_{[n]}^{(k)}\right] - \sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{[r-1:n-1]}^{(k+1)}$$

$$+ \left(\sum_{i=1}^{n} \frac{1}{\sigma_i}\right) \mu_{[r-1:n]}^{(k+1)} + \mu_{[r-1:n]}^{(k+1)}; \quad (146)$$

for $n \geq 1$ and $k = 0, 1, 2, \ldots$,

$$\sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{[n+1:n]}^{(k+1)} = \frac{(k+1)}{c} \mu_{[n]}^{(k)} + \left(\sum_{i=1}^{n} \frac{1}{\sigma_i}\right) \mu_{[n+1]}^{(k+1)}. \quad (147)$$

Proof. We shall present here the proof for the recurrence relation in (146), while the relations in (145) and (147) can be proved in a similar manner; see [51].

For $2 \leq r \leq n$, we can first of all write from (141) that

$$f_{[r]}^{[i]} = \frac{F_r(x)}{(r-1)![(n-r+1)!]} \sum_{P: r_{i-1} = i} \sum_{\sigma_j = j}^{r-2} \sum_{a=1}^{r-1} F_{[a]}(x) f_{[j]}(x) \prod_{b=r}^{n} \{1 - F_{[b]}(x)\}$$

$$+ \sum_{j=r-1}^{n} \prod_{a=1}^{j} F_{[a]}(x) f_{[j]}(x) \prod_{b=r}^{n} \{1 - F_{[b]}(x)\}$$

$$+ \frac{f_i(x)}{(r-1)![(n-r+1)!]} \sum_{P: r_{i-1} = i} \sum_{a=1}^{r-1} F_{[a]}(x) \prod_{b=r}^{n} \{1 - F_{[b]}(x)\}$$

$$+ \sum_{P: r_{i-1} = i} \prod_{a=1}^{n-r+1} F_{[a]}(x) \prod_{b=r}^{n} \{1 - F_{[b]}(x)\}$$

$$+ \frac{1 - F_i(x)}{(r-1)![(n-r+1)!]} \sum_{P: r_{i-1} = i} \sum_{a=1}^{r-1} F_{[a]}(x) f_{[j]}(x) \prod_{b=r}^{n} \{1 - F_{[b]}(x)\}$$

$$+ \sum_{j=r}^{n} \prod_{a=1}^{j} F_{[a]}(x) f_{[j]}(x) \prod_{b=r}^{n} \{1 - F_{[b]}(x)\}, \quad x \in \mathbb{R}. \quad (148)$$
Now, from (140), let us consider for \( 2 \leq r \leq n \), and \( k = 0, 1, 2, \ldots \),

\[
\frac{(k+1)}{c} \left\{ \mu_{r-1:n}^{(k)} - \mu_{r:n}^{(k)} \right\} \\
= \frac{k+1}{c(r-2)!(n-r+1)!} \sum_p \int_{-\infty}^{\infty} x^k \prod_{a=1}^{r-2} F_{ia}(x) f_{i_{r-1}}(x) \prod_{b=r}^{n} \{1 - F_{ib}(x)\} \, dx \\
- \frac{k+1}{c(r-1)!(n-r)!} \sum_p \int_{-\infty}^{\infty} x^k \prod_{a=1}^{r-1} F_{ia}(x) f_{i_r}(x) \prod_{b=r+1}^{n} \{1 - F_{ib}(x)\} \, dx \\
= \frac{k+1}{(r-2)!(n-r+1)!} \sum_p \frac{1}{\sigma_{i_{r-1}}} \int_{-\infty}^{\infty} x^k \prod_{a=1}^{r-1} F_{ia}(x) \prod_{b=r-1}^{n} \{1 - F_{ib}(x)\} \, dx \\
- \frac{k+1}{(r-1)!(n-r)!} \sum_p \frac{1}{\sigma_{i_r}} \int_{-\infty}^{\infty} x^k \prod_{a=1}^{r} F_{ia}(x) \prod_{b=r}^{n} \{1 - F_{ib}(x)\} \, dx
\]

upon using (144). Integrating now by parts in both integrals above, treating \( x^k \) for integration and the rest of the integrand for differentiation, we obtain

\[
\frac{(k+1)}{c} \left\{ \mu_{r-1:n}^{(k)} - \mu_{r:n}^{(k)} \right\} \\
= \frac{1}{(r-2)!(n-r+1)!} \sum_p \frac{1}{\sigma_{i_{r-1}}} \left[ - \sum_{j=1}^{r-1} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-1} F_{ia}(x) f_{i_j}(x) \right. \\
\times \left. \prod_{b=r-1}^{n} \{1 - F_{ib}(x)\} \, dx + \sum_{j=r-1}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-1} F_{ia}(x) f_{i_j}(x) \prod_{b=r-1}^{n} \{1 - F_{ib}(x)\} \, dx \right] \\
- \frac{1}{(r-1)!(n-r)!} \sum_p \frac{1}{\sigma_{i_r}} \left[ - \sum_{j=1}^{r} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r} F_{ia}(x) f_{i_j}(x) \prod_{b=r}^{n} \{1 - F_{ib}(x)\} \, dx \\
+ \sum_{j=r}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r} F_{ia}(x) f_{i_j}(x) \prod_{b=r}^{n} \{1 - F_{ib}(x)\} \, dx \right]. \tag{149}
\]

We now split the first term in the first sum above into three by separating out the \( j = r-1 \) term from \( \sum_{j=1}^{r-1} \) and splitting the remaining sum, \( \sum_{j=2}^{r-1} \), into two through \( \{1 - F_{i_{r-1}}(x)\} \). We also split the first term in the second sum above by separating out the \( j = r \) term from \( \sum_{j=1}^{r} \). And we split the second term in the second sum above.
into two through \( F_i(x) = 1 - \{1 - F_i(x)\} \). Equation (149) now becomes

\[
\frac{(k+1)}{c} \left\{ \mu_{r-1,n}^{(k)} - \mu_{r,n}^{(k)} \right\}
= \frac{1}{(r-2)!(n-r+1)!} \sum_p \frac{1}{\sigma_{ir-1}} \sum_{j=1}^{r-2} \int_{-\infty}^{\infty} x^{k+1} F_{i,r-1}(x) \prod_{a=1, a \neq j}^{r-1} F_a(x) f_{i_a}(x) \]

\[
\times \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx - \int_{-\infty}^{\infty} x^{k+1} F_{i,r-1}(x) \prod_{a=1}^{r-2} F_a(x) f_{i_a}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx
- \sum_{j=1}^{r-2} \int_{-\infty}^{\infty} x^{k+1} F_{i,r-1}(x) \prod_{a=1}^{r-2} F_a(x) f_{i_a}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx
\]

\[
= \frac{1}{(r-1)!(n-r)!} \sum_p \frac{1}{\sigma_{ir}} \left[ \sum_{j=1}^{r-1} \int_{-\infty}^{\infty} x^{k+1} \{1 - F_{i,r}(x)\} \prod_{a=1, a \neq j}^{r-1} F_a(x) f_{i_a}(x) \right]
\]

\[
\times \prod_{b=r+1}^{n} \{1 - F_{i_b}(x)\} dx - \int_{-\infty}^{\infty} x^{k+1} f_{i,r}(x) \prod_{a=1}^{r-1} F_a(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx
\]

\[
= \sum_{j=r}^{\infty} \int_{-\infty}^{\infty} x^{k+1} \{1 - F_{i,r}(x)\} \prod_{a=1}^{r-1} F_a(x) f_{i_a}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx
\]

\[
+ \sum_{j=r}^{\infty} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-1} F_a(x) f_{i_a}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx \right].
\]

We now split the second term in the first sum above through \( \{1 - F_{i,r}(x)\} \) to get

\[
\frac{(k+1)}{c} \left\{ \mu_{r-1,n}^{(k)} - \mu_{r,n}^{(k)} \right\}
= \frac{1}{(r-2)!(n-r+1)!} \sum_p \frac{1}{\sigma_{ir-1}} \sum_{j=1}^{r-2} \int_{-\infty}^{\infty} x^{k+1} F_{i,r-1}(x) \prod_{a=1, a \neq j}^{r-1} F_a(x) f_{i_a}(x) \]

\[
\times \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx + \int_{-\infty}^{\infty} x^{k+1} F_{i,r-1}(x) \prod_{a=1}^{r-1} F_a(x) f_{i_a}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx
\]

\[
- \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-2} F_a(x) f_{i_a}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} dx
\]
\[- \sum_{j=1}^{r-2} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1 \atop a \neq j}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r \atop b \neq j}^{n} \{1 - F_{i_b}(x)\} \, dx \]

\[+ \sum_{j=r-1}^{n} \int_{-\infty}^{\infty} x^{k+1} F_{i_{r-1}}(x) \prod_{a=1}^{r-2} F_{i_a}(x) f_{i_j}(x) \prod_{b=r-1 \atop b \neq j}^{n} \{1 - F_{i_b}(x)\} \, dx \]

\[= \frac{1}{(r-1)!(n-r)!} \sum_{p} \frac{1}{\sigma_{i_{r-1}}} \left[ - \sum_{j=1}^{r-1} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1 \atop a \neq j}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r \atop b \neq j}^{n} \{1 - F_{i_b}(x)\} \, dx \right] \]

\[\times \prod_{b=r+1}^{n} \{1 - F_{i_b}(x)\} \, dx - \int_{-\infty}^{\infty} x^{k+1} f_{i_{r-1}}(x) \prod_{a=1}^{r-1} F_{i_a}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \]

\[= - \sum_{j=r}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1 \atop a \neq j}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r \atop b \neq j}^{n} \{1 - F_{i_b}(x)\} \, dx \]

\[+ \sum_{j=r}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1 \atop a \neq j}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r \atop b \neq j}^{n} \{1 - F_{i_b}(x)\} \, dx \]

Now, comparison with (148) shows that the first, second, and fifth terms in the first sum above combine with the first, second, and third terms in the second sum above to give

\[\frac{(k+1)}{c} \{\mu_{r-1:n}^{(k)} - \mu_{r:n}^{(k)}\} \]

\[= \sum_{i=1}^{n} \frac{1}{\sigma_{i}} \mu_{r:n+1}^{(i)} + \frac{1}{(r-2)!(n-r+1)!} \sum_{p} \frac{1}{\sigma_{i_{r-1}}} \left[ - \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-2} F_{i_a}(x) f_{i_{r-1}}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \right] \]

\[\times \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx - \sum_{j=1}^{r-2} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1 \atop a \neq j}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \]

\[- \frac{1}{(r-1)!(n-r)!} \sum_{p} \frac{1}{\sigma_{i_{r-1}}} \sum_{j=r}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1 \atop a \neq j}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r \atop b \neq j}^{n} \{1 - F_{i_b}(x)\} \, dx \]
\[
\begin{align*}
&= \sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{r:n+1}^{[i]} \\
&+ \frac{1}{(r-2)!(n-r+1)!} \sum_p \frac{1}{\sigma_{r-1}} \left[ -\sum_{j=1}^{r-1} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-1} F_{i_a}(x) f_{i_j}(x) \
\times \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \right] \\
&- \frac{1}{(r-1)!(n-r)!} \sum_p \frac{1}{\sigma_{r-1}} \left[ \sum_{j=r}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-2} F_{i_a}(x) f_{i_j}(x) \
\times \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \right].
\end{align*}
\]

We now use the fact that
\[
\frac{1}{(r-2)!(n-r+1)!} \sum_p \frac{1}{\sigma_{r-1}} \left[ \sum_{j=1}^{r-1} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \right] \\
= \frac{1}{(r-1)!(n-r)!} \sum_p \frac{1}{\sigma_{r-1}} \left[ \sum_{j=r}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-2} F_{i_a}(x) f_{i_j}(x) \right.
\times \left. \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \right]
\]

to rewrite (150) as follows:
\[
\frac{(k+1)}{c} \left( \mu_{r-1:n}^{(k)} - \mu_{r:n}^{(k)} \right) \\
= \sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{r:n+1}^{[i]} + \frac{1}{(r-2)!(n-r+1)!} \sum_p \frac{1}{\sigma_{r-1}} \left[ -\sum_{j=1}^{r-1} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-1} F_{i_a}(x) f_{i_j}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx \right] \\
- \sum_{j=r}^{n} \int_{-\infty}^{\infty} x^{k+1} \prod_{a=1}^{r-2} F_{i_a}(x) f_{i_j}(x) \prod_{b=r}^{n} \{1 - F_{i_b}(x)\} \, dx.
\]
We now recognize the first sum above as \(-\sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{i}^{[k+1]}\), and we split the second term in the second sum above into two through \(\sum_{i=1}^{n} (1 - F_{i_n}(x))\) to obtain

\[
\frac{(k + 1)}{c} \left\{ \mu_{r-1:n}^{(k)} - \mu_{r:n}^{(k)} \right\} = \sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{i:r:n+1}^{[k+1]} \left[ \frac{(r-1)!}{(n-r)!} \sum_{p=1}^{r} \frac{1}{\sigma_i} \left[ \sum_{j=p}^{r} \int_{-\infty}^{x} x^{k+1} \prod_{a=1}^{r-1} F_{a_n}(x) f_{i_j}(x) \prod_{b=r}^{n} (1 - F_{b_n}(x)) \right] \right] 
\]

\[
- \sum_{j=1}^{r-1} \int_{-\infty}^{x} x^{k+1} \prod_{a=1}^{r-1} F_{a_n}(x) f_{i_j}(x) \prod_{b=r+1}^{n} (1 - F_{b_n}(x)) \right] 
\]

\[
\sum_{i=1}^{n} \frac{1}{\sigma_i} \mu_{i:r:n+1}^{[k+1]} \left[ \frac{(r-1)!}{(n-r)!} \sum_{p=1}^{r} \frac{1}{\sigma_i} \left( \sum_{j=p}^{r} \int_{-\infty}^{x} x^{k+1} \prod_{a=1}^{r-1} F_{a_n}(x) f_{i_j}(x) \prod_{b=r}^{n} (1 - F_{b_n}(x)) \right) \right] 
\]

\[
+ \sum_{j=1}^{r-1} \int_{-\infty}^{x} x^{k+1} \prod_{a=1}^{r-1} F_{a_n}(x) f_{i_j}(x) \prod_{b=r+1}^{n} (1 - F_{b_n}(x)) \right] 
\]

The relation in (146) readily follows when we rewrite the above equation. \(\square\)

### 8.3. Results for the multiple-outlier model

In this section, we consider the special case when \(X_1, X_2, \ldots, X_{n-p}\) are independent logistic random variables with location parameter \(\mu\) and scale parameter \(\sigma\), while \(X_{n-p+1}, \ldots, X_n\) are independent logistic random variables with location parameter \(\mu_1\) and scale parameter \(\sigma_1\) (and independent of \(X_1, X_2, \ldots, X_{n-p}\)).

Here, we denote the single moments by \(\mu_{r:i,p}^{[k]}\), and the results presented in Theorem 8.1 then readily reduce to the following recurrence relations:
(i) For \( n \geq 1 \),
\[
\mu_{1:n+1}^{(k+1)}[p+1] = \frac{\sigma_1}{p} \left\{ \left( \frac{n-p}{\sigma} + \frac{p}{\sigma_1} \right) \mu_{1:n}^{(k+1)}[p] - \frac{n-p}{\sigma} \mu_{1:n+1}^{(k+1)}[p] - \frac{(k+1)}{c} \mu_{1:n}[p] \right\}.
\]

(ii) For \( 2 \leq r \leq n \),
\[
\mu_{r:n+1}^{(k+1)}[p+1] = \frac{\sigma_1}{p} \left\{ \left( \frac{n-p}{\sigma} + \frac{p}{\sigma_1} \right) \left( \mu_{r:n}^{(k+1)}[p] + \mu_{r-1:n-1}^{(k+1)}[p] \right) - \frac{n-p}{\sigma} \left( \mu_{r:n+1}^{(k+1)}[p] + \mu_{r-1:n-1}^{(k+1)}[p] \right) \right\} - \frac{(k+1)}{c} \left( \mu_{r-1:n}^{(k)}[p] - \mu_{r:n}^{(k)}[p] \right) - \mu_{r-1:n-1}^{(k)}[p-1].
\]

(iii) For \( n \geq 1 \),
\[
\mu_{n+1:n+1}^{(k+1)}[p+1] = \frac{\sigma_1}{p} \left\{ \left( \frac{n-p}{\sigma} + \frac{p}{\sigma_1} \right) \mu_{n:n}^{(k+1)}[p] - \frac{n-p}{\sigma} \mu_{n+1:n+1}^{(k+1)}[p] + \frac{(k+1)}{c} \mu_{n:n}[p] \right\}.
\]

Note that if we replace \( p \) by \( n-p \), we get a set of equivalent relations by regarding the first \( p \) \( X_i \)'s as the outliers.

Remark 8.2. If we now multiply each of the above relations by \( p/\sigma_1 \) and then set \( p = 0 \) and \( \sigma = 1 \) (or simply set \( p = n \) and \( \sigma = 1 \)), we obtain the following recurrence relations for the case when the \( X_i \)'s are IID standard logistic random variables (which could alternatively be obtained by setting \( \sigma_1 = \sigma_2 = \cdots = \sigma_n = 1 \), \( \mu_1 = \mu_2 = \cdots = \mu_n = 0 \) in Theorem 8.1):
\[
\mu_{1:n+1}^{(k+1)} = \frac{(k+1)}{cn} \mu_{1:n}^{(k)}, \quad n \geq 1,
\]
\[
\mu_{r:n+1}^{(k+1)} = \mu_{r:n}^{(k+1)} + \mu_{r-1:n}^{(k+1)} - \frac{(k+1)}{cn} \left( \mu_{r-1:n}^{(k)} - \mu_{r:n}^{(k)} \right), \quad 2 \leq r \leq n,
\]
and
\[
\mu_{n+1:n+1}^{(k+1)} = \mu_{n:n}^{(k+1)} + \frac{(k+1)}{cn} \mu_{n:n}^{(k)}, \quad n \geq 1.
\]

These relations are equivalent to those in [88].

Remark 8.3. Assuming that the moments of order statistics for the single-outlier model are known (for example, they can be found in [24]), setting \( p = 1 \) in relations (i)–(iii), along with the above IID results, will enable one to compute all of the
moments of order statistics from a 2-outlier model. One can then set \( p = 2 \) in relations (i)–(iii) to obtain all of the moments of order statistics from a 3-outlier model. Continuing in this manner, we see that relations (i)–(iii), the above IID relations, and knowledge of the moments of order statistics for the single-outlier model, will enable one to compute all of the moments of order statistics for the multiple-outlier model in a simple recursive manner.

**Remark 8.4.** Interestingly, this particular recursive property of moments of order statistics from a logistic multiple-outlier model was made as a conjecture by Balakrishnan [16, pp. 252–253] in his reply to the comments of Arnold [16, pp. 243–246].

### 8.4. Robustness of estimators of location

Through numerical integration, the means, variances and covariances of order statistics for the single-outlier model were computed in [24], and these values were then used to examine the bias of various linear estimators of the location parameter \( \mu \) under a single location-outlier logistic model. Here, we discuss the bias of these linear estimators of \( \mu \) under the multiple location-outlier logistic model.

The omnibus estimators of \( \mu \) that are considered here are the following:

(i) **Sample mean:**

\[
\bar{X}_n = \frac{1}{n} \sum_{i=1}^{n} X_{i:n}.
\]

(ii) **Median:**

for \( n \) odd, \( X_{\frac{n+1}{2}:n} \),

for \( n \) even, \( \frac{1}{2} (X_{[n/2]:n} + X_{[n/2]+1:n}) \).

(iii) **Trimmed mean:**

\[
T_n(r) = \frac{1}{n - 2r} \sum_{i=r+1}^{n-r} X_{i:n}.
\]

(iv) **Winsorized mean:**

\[
W_n(r) = \frac{1}{n} \left[ (r+1)(X_{r+1:n} + X_{n-r:n}) + \sum_{i=r+2}^{n-r-1} X_{i:n} \right].
\]

(v) **Modified maximum likelihood (MML) estimator:**

\[
\mu_c = \frac{1}{m} \left[ r\beta(X_{r+1:n} + X_{n-r:n}) + \sum_{i=r+1}^{n-r} X_{i:n} \right],
\]
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where \( m = n - 2r + 2r\beta \), \( \beta = (g(h_2) - g(h_1))/(h_2 - h_1) \), \( h_1 = F^{-1}(1 - q - \sqrt{q(1 - q)/n}) \), \( h_2 = F^{-1}(1 - q + \sqrt{q(1 - q)/n}) \), \( q = r/n \), \( F(h) = \int_{-\infty}^{h} f(z) \, dz \), and \( g(h) = f(h)/(1 - F(h)) \).

(vi) Linearly weighted means:

for \( n \) odd,

\[
L_n(r) = \frac{1}{2^r(n-1) - r^2 + (n-2)r} \left[ \frac{2n-r}{2^{n-r}} \sum_{i=1}^{2n-r} (2i-1)(X_{r+i:n} + X_{n-r-i+1:n}) \right] + (n-2r)X_{n+1:n},
\]

for \( n \) even,

\[
L_n(r) = \frac{1}{2^r(n-1) - r^2} \left[ \frac{2n-r}{2^{n-r}} \sum_{i=1}^{2n-r} (2i-1)(X_{r+i:n} + X_{n-r-i+1:n}) \right].
\]

(vii) Gastwirth mean:

\[
T_n = \frac{3}{10} (X_{[n/3]+1:n} + X_{n-[n/3]:n}) + \frac{2}{5} \tilde{X},
\]

where \( \tilde{X} \) is the median.

In addition to these omnibus estimators, we also included the following estimators of \( \mu \):

(viii) BLUE:

\[
\hat{\mu}(r) = \frac{1}{1(\sum 1^r)} \omega_1^\top
\]

where \( 1 = (1,1,\ldots,1) \), \( \omega = [(\sigma_{i,j:n}[0]): r+1 \leq i, j \leq n-r]^{-1} \), and \( \omega_1 = (X_{r+1:n},X_{r+2:n},\ldots,X_{n-r:n}); \sigma_{i,j:n}[0] \) denotes the covariance between the \( i \)-th and \( j \)-th order statistics in a sample of size \( n \) from the standard logistic distribution (the [0] indicates that there are no outliers).

(ix) The approximate best linear unbiased estimator in [45]:

\[
\mu' = \frac{6}{n(n+1)(n+2)} \sum_{i=1}^{n} i(n+1-i)X_{i:n}
\]

which is also discussed in [63].
(x) RSE (estimator proposed in [83]):

\[ v(i^*) = \frac{1}{2}(X_{n-i^*+1,n} + X_{i^*,n}) \]

where \( i^* \) is chosen to minimize the variance of \( v(i^*) \) when the \( X \)'s are IID.

The recursive computational method presented above was utilized in [51] to examine the bias of all these estimators of \( \mu \) when multiple outliers are possibly present in the sample. In table 7, we have presented the bias of all the estimators for \( n = 20 \), \( p = 1, 2 \), different choices of \( r \), and \( \mu = 0, \mu_1 = 0.5(0.5)3.0, 4.0, \sigma = \sigma_1 = 1 \). In all cases, we observe that median is the estimator with the smallest bias. For large values of \( r \), the linearly weighted mean and the BLUE are quite comparable to the median in terms of bias, with the linearly weighted mean having a smaller bias than the BLUE. For small values of \( \mu_1 \), the modified maximum likelihood estimator, the Gastwirth mean and the Winsorized mean are also comparable to the BLUE and linearly weighted mean, but for larger values of \( \mu_1 \) their bias becomes much larger. For small values of \( r \), however, all of these estimators are quite sensitive to the presence of outliers, as one would expect.

The fact that all of the estimators have similar bias for small values of \( \mu_1 \) is explained by the fact that these estimators are all unbiased in the IID case. Therefore, all of the biases become the same as \( \mu_1 \) approaches zero.

Remark 8.5. Note that the outlier model considered in table 7 is a multiple location-outlier model. Since all the linear estimators of \( \mu \) considered here are symmetric functions of order statistics, they will all be unbiased under the multiple scale-outlier model. Hence, a comparison of these estimators under the multiple-scale outlier model would have to be made on the basis of their variance. Symmetric functions are most appropriate when the direction of the slippage is not known. However, if the direction is known then some asymmetric unbiased estimators will naturally perform better than the symmetric ones. For example, any estimator that gives less weight to the larger order statistics (and more to the smaller ones) will be expected to perform better if \( \mu_1 \) is positive.

8.5. Robustness of estimators of scale

By considering both the single location-outlier and single scale-outlier model, the bias of the following linear estimators of the scale parameter \( \sigma \) were determined in [15]:

(i) BLUE:

\[ \hat{\sigma}(r) = \frac{\mu \omega X'}{\mu \omega \mu'}, \]

where \( \mu = (\mu_{r+1,n}, \mu_{r+2,n}, \ldots, \mu_{n-r,n}), \omega = [(\sigma_{i,j:n}; r + 1 \leq i, j \leq n - r)^{-1}, and X = (X_{r+1,n}, X_{r+2,n}, \ldots, X_{n-r,n}); \mu_{s,n} denotes the mean of the s-th order statistic in a sample of size n from the standard logistic distribution (the [0] indicates that there are no outliers), and...
Table 7 – Bias of various estimators of the location of logistic distribution in the presence of multiple location-outliers

<table>
<thead>
<tr>
<th></th>
<th>( \mu_1 )</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>n = 20, p = 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLUE0</td>
<td></td>
<td>0.0245</td>
<td>0.0460</td>
<td>0.0629</td>
<td>0.0751</td>
<td>0.0837</td>
<td>0.0900</td>
<td>0.0990</td>
</tr>
<tr>
<td>BLUE2</td>
<td></td>
<td>0.0244</td>
<td>0.0435</td>
<td>0.0612</td>
<td>0.0712</td>
<td>0.0768</td>
<td>0.0769</td>
<td>0.0814</td>
</tr>
<tr>
<td>BLUE4</td>
<td></td>
<td>0.0242</td>
<td>0.0438</td>
<td>0.0565</td>
<td>0.0634</td>
<td>0.0666</td>
<td>0.0679</td>
<td>0.0687</td>
</tr>
<tr>
<td>BLUE7</td>
<td></td>
<td>0.0236</td>
<td>0.0408</td>
<td>0.0504</td>
<td>0.0550</td>
<td>0.0570</td>
<td>0.0578</td>
<td>0.0583</td>
</tr>
<tr>
<td>RSE</td>
<td></td>
<td>0.0241</td>
<td>0.0433</td>
<td>0.0556</td>
<td>0.0620</td>
<td>0.0650</td>
<td>0.0663</td>
<td>0.0670</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>0.0250</td>
<td>0.0500</td>
<td>0.0750</td>
<td>0.1000</td>
<td>0.1250</td>
<td>0.1500</td>
<td>0.2000</td>
</tr>
<tr>
<td>Trim2</td>
<td></td>
<td>0.0245</td>
<td>0.0459</td>
<td>0.0622</td>
<td>0.0728</td>
<td>0.0787</td>
<td>0.0817</td>
<td>0.0836</td>
</tr>
<tr>
<td>Trim4</td>
<td></td>
<td>0.0241</td>
<td>0.0434</td>
<td>0.0559</td>
<td>0.0626</td>
<td>0.0658</td>
<td>0.0672</td>
<td>0.0681</td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td>0.0236</td>
<td>0.0407</td>
<td>0.0503</td>
<td>0.0548</td>
<td>0.0568</td>
<td>0.0576</td>
<td>0.0581</td>
</tr>
<tr>
<td>Winsor2</td>
<td></td>
<td>0.0248</td>
<td>0.0479</td>
<td>0.0673</td>
<td>0.0812</td>
<td>0.0897</td>
<td>0.0943</td>
<td>0.0974</td>
</tr>
<tr>
<td>Winsor4</td>
<td></td>
<td>0.0244</td>
<td>0.0451</td>
<td>0.0598</td>
<td>0.0683</td>
<td>0.0726</td>
<td>0.0745</td>
<td>0.0756</td>
</tr>
<tr>
<td>Winsor8</td>
<td></td>
<td>0.0237</td>
<td>0.0411</td>
<td>0.0510</td>
<td>0.0558</td>
<td>0.0579</td>
<td>0.0588</td>
<td>0.0593</td>
</tr>
<tr>
<td>MML2</td>
<td></td>
<td>0.0247</td>
<td>0.0477</td>
<td>0.0666</td>
<td>0.0801</td>
<td>0.0883</td>
<td>0.0926</td>
<td>0.0956</td>
</tr>
<tr>
<td>MML4</td>
<td></td>
<td>0.0243</td>
<td>0.0449</td>
<td>0.0592</td>
<td>0.0675</td>
<td>0.0716</td>
<td>0.0735</td>
<td>0.0746</td>
</tr>
<tr>
<td>MML8</td>
<td></td>
<td>0.0237</td>
<td>0.0411</td>
<td>0.0510</td>
<td>0.0558</td>
<td>0.0579</td>
<td>0.0587</td>
<td>0.0592</td>
</tr>
<tr>
<td>LinWei2</td>
<td></td>
<td>0.0240</td>
<td>0.0432</td>
<td>0.0556</td>
<td>0.0624</td>
<td>0.0658</td>
<td>0.0673</td>
<td>0.0682</td>
</tr>
<tr>
<td>LinWei4</td>
<td></td>
<td>0.0239</td>
<td>0.0420</td>
<td>0.0529</td>
<td>0.0585</td>
<td>0.0610</td>
<td>0.0620</td>
<td>0.0627</td>
</tr>
<tr>
<td>LinWei8</td>
<td></td>
<td>0.0236</td>
<td>0.0408</td>
<td>0.0505</td>
<td>0.0551</td>
<td>0.0571</td>
<td>0.0580</td>
<td>0.0584</td>
</tr>
<tr>
<td>Gastw</td>
<td></td>
<td>0.0239</td>
<td>0.0423</td>
<td>0.0535</td>
<td>0.0591</td>
<td>0.0617</td>
<td>0.0628</td>
<td>0.0634</td>
</tr>
<tr>
<td>Blom</td>
<td></td>
<td>0.0245</td>
<td>0.0464</td>
<td>0.0642</td>
<td>0.0781</td>
<td>0.0889</td>
<td>0.0978</td>
<td>0.1126</td>
</tr>
</tbody>
</table>

|        |             |      |      |      |      |      |      |      |
| **n = 20, p = 2** |             |      |      |      |      |      |      |      |
| BLUE0  |             | 0.0491 | 0.0933 | 0.1297 | 0.1584 | 0.1811 | 0.1996 | 0.2303 |
| BLUE2  |             | 0.0490 | 0.0925 | 0.1272 | 0.1526 | 0.1698 | 0.1806 | 0.1904 |
| BLUE4  |             | 0.0486 | 0.0895 | 0.1182 | 0.1350 | 0.1433 | 0.1470 | 0.1492 |
| BLUE7  |             | 0.0477 | 0.0838 | 0.1051 | 0.1156 | 0.1263 | 0.1223 | 0.1234 |
| RSE    |             | 0.0485 | 0.0887 | 0.1162 | 0.1318 | 0.1394 | 0.1428 | 0.1449 |
| Mean   |             | 0.0500 | 0.1000 | 0.1500 | 0.2000 | 0.2500 | 0.3000 | 0.4000 |
| Trim2  |             | 0.0491 | 0.0933 | 0.1293 | 0.1562 | 0.1746 | 0.1862 | 0.1968 |
| Trim4  |             | 0.0485 | 0.0887 | 0.1167 | 0.1332 | 0.1418 | 0.1458 | 0.1482 |
| Median |             | 0.0476 | 0.0836 | 0.1048 | 0.1153 | 0.1200 | 0.1219 | 0.1231 |
| Winsor2|             | 0.0496 | 0.0969 | 0.1394 | 0.1751 | 0.2029 | 0.2224 | 0.2420 |
| Winsor4|             | 0.0490 | 0.0920 | 0.1249 | 0.1464 | 0.1584 | 0.1643 | 0.1680 |
| Winsor8|             | 0.0478 | 0.0843 | 0.1064 | 0.1175 | 0.1226 | 0.1247 | 0.1259 |
| MML2   |             | 0.0496 | 0.0964 | 0.1380 | 0.1726 | 0.1991 | 0.2176 | 0.2360 |
| MML4   |             | 0.0489 | 0.0916 | 0.1238 | 0.1446 | 0.1561 | 0.1617 | 0.1652 |
| MML8   |             | 0.0478 | 0.0843 | 0.1064 | 0.1175 | 0.1225 | 0.1246 | 0.1258 |
| LinWei2|             | 0.0484 | 0.0883 | 0.1160 | 0.1328 | 0.1420 | 0.1467 | 0.1500 |
| LinWei4|             | 0.0480 | 0.0861 | 0.1105 | 0.1236 | 0.1299 | 0.1327 | 0.1343 |
| LinWei8|             | 0.0477 | 0.0838 | 0.1053 | 0.1159 | 0.1207 | 0.1227 | 0.1239 |
| Gastw  |             | 0.0481 | 0.0866 | 0.1116 | 0.1252 | 0.1317 | 0.1345 | 0.1361 |
| Blom   |             | 0.0492 | 0.0939 | 0.1318 | 0.1631 | 0.1892 | 0.2121 | 0.2528 |
(ii) \textit{RSE (estimator proposed in [83]):}

\[ C \sum_{i=r+1}^{[n/2]} a_i (X_{n-i+1:n} - X_{i:n}), \]

where each \( a_i \) takes the values 0 or 1, and \( C \) is a constant. The \( a_i \)'s and \( C \) are chosen so as to make the estimator unbiased and have minimum variance when the \( X \)'s are IID.

Here, we use the recursive method presented earlier to examine the bias of the above estimators of \( \sigma \) under the multiple location-outlier and multiple scale-outlier models. We also consider the following approximate best linear unbiased estimator presented in [45]:

(iii) \[ \sigma' = \sum_{i=1}^{n} \alpha_i X_{i:n}, \]

where \( \alpha_i = ci(n+1-i)(c_i-c_{i-1})/(d(n+1)^2), \) \( c_i = (ci(n+1-i)/(n+1)^2)\mu_{i:n}[0] - (c(i+1)(n-i))/(n+1)^2)\mu_{i+1:n}[0], \) and \( d = \sum_{i=0}^{n} c_i^2. \)

(iv) The following modified Jung’s estimator in [74]:

\[ \hat{\sigma} = cn \sum_{i=1}^{n} \gamma_i X_{i:n}, \]

where \( \gamma_i = 9c/(n(n+1)^2(3 + \pi^2))\{-(n+1)^2 + 2i(n+1) + 2i(n+1-i) \ln(i/(n+1-i))\}, \) and \( cn = 1/\left(\sum_{i=1}^{n} \gamma_i \mu_{i:n}[0]\right) \) (both of the above estimators are discussed in [63]).

(v) \textit{Winsorized median absolute deviation (WMAD):}

for \( n \) odd,

\[ \hat{\sigma}(r) = \frac{1}{n-2r} \left[ r(X_{n-r:n} - X_{r+1:n}) + \sum_{i=\frac{n-r}{2}+1}^{\frac{n-r}{2}+r} X_{i:n} - \sum_{i=r+1}^{\frac{n+r}{2}} X_{i:n} \right], \]

for \( n \) even,

\[ \hat{\sigma}(r) = \frac{1}{n-2r} \left[ r(X_{n-r:n} - X_{r+1:n}) + \sum_{i=\frac{n-r}{2}+1}^{\frac{n-r}{2}+r} X_{i:n} - \sum_{i=r+1}^{\frac{n+r}{2}} X_{i:n} \right], \]

which, incidentally, is the MLE of \( \sigma \) for a symmetrically Type-II censored sample from a Laplace distribution; see [27].
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Bias. We also observe from Table 8 that for small values of \( \mu \) and for the multiple location-outlier model for \( \mu = 0 \), 0.5(0.5)3.0, 4.0, \( \sigma = \sigma_1 = 1 \). For the RSE, BLUE, and WMAD, we have included the results for \( \sigma \) values as well as the value of \( r \) that gave the estimator with the smallest bias. We also observe from Table 8 that for small values of \( \mu \), Blom’s estimator is usually the one with the smallest bias. For these same small values of \( \mu \), the RSE and BLUE both increase in bias as \( r \) increases while the WMAD decreases in bias as \( r \) increases. On the other hand, as \( \mu \) increases the RSE and BLUE for larger values of \( r \) begin to decrease in bias while no clear pattern can be seen for the WMAD. In this situation, the estimators of Blom and Jung, being approximations to the full sample BLUE, have a very large bias as well. For larger values of \( p \) and \( \mu \), it is the WMAD that has the smallest bias.

<table>
<thead>
<tr>
<th>( n = 20, \ p = 1 )</th>
<th>( \mu_1 )</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE0</td>
<td>0.0070</td>
<td>0.0263</td>
<td>0.0542</td>
<td>0.0871</td>
<td>0.1223</td>
<td>0.1584</td>
<td>0.2313</td>
<td></td>
</tr>
<tr>
<td>BLUE2</td>
<td>0.0078</td>
<td>0.0275</td>
<td>0.0511</td>
<td>0.0710</td>
<td>0.0842</td>
<td>0.0914</td>
<td>0.0965</td>
<td></td>
</tr>
<tr>
<td>BLUE4</td>
<td>0.0082</td>
<td>0.0275</td>
<td>0.0471</td>
<td>0.0606</td>
<td>0.0678</td>
<td>0.0712</td>
<td>0.0733</td>
<td></td>
</tr>
<tr>
<td>BLUE8</td>
<td>0.0088</td>
<td>0.0266</td>
<td>0.0413</td>
<td>0.0496</td>
<td>0.0535</td>
<td>0.0552</td>
<td>0.0562</td>
<td></td>
</tr>
<tr>
<td>RSE0</td>
<td>0.0070</td>
<td>0.0262</td>
<td>0.0542</td>
<td>0.0871</td>
<td>0.1226</td>
<td>0.1592</td>
<td>0.2337</td>
<td></td>
</tr>
<tr>
<td>RSE2</td>
<td>0.0078</td>
<td>0.0275</td>
<td>0.0511</td>
<td>0.0708</td>
<td>0.0858</td>
<td>0.0900</td>
<td>0.0959</td>
<td></td>
</tr>
<tr>
<td>RSE4</td>
<td>0.0082</td>
<td>0.0274</td>
<td>0.0468</td>
<td>0.0600</td>
<td>0.0671</td>
<td>0.0704</td>
<td>0.0724</td>
<td></td>
</tr>
<tr>
<td>RSE9</td>
<td>0.0088</td>
<td>0.0265</td>
<td>0.0410</td>
<td>0.0490</td>
<td>0.0528</td>
<td>0.0544</td>
<td>0.0554</td>
<td></td>
</tr>
<tr>
<td>WMAD0</td>
<td>-0.2573</td>
<td>-0.2432</td>
<td>-0.2233</td>
<td>-0.2066</td>
<td>-0.1765</td>
<td>-0.1519</td>
<td>-0.1022</td>
<td></td>
</tr>
<tr>
<td>WMAD2</td>
<td>-0.2213</td>
<td>-0.2061</td>
<td>-0.1885</td>
<td>-0.1739</td>
<td>-0.1645</td>
<td>-0.1594</td>
<td>-0.1558</td>
<td></td>
</tr>
<tr>
<td>WMAD4</td>
<td>-0.1860</td>
<td>-0.1707</td>
<td>-0.1556</td>
<td>-0.1454</td>
<td>-0.1401</td>
<td>-0.1376</td>
<td>-0.1361</td>
<td></td>
</tr>
<tr>
<td>WMAD6</td>
<td>-0.1626</td>
<td>-0.1474</td>
<td>-0.1341</td>
<td>-0.1261</td>
<td>-0.1222</td>
<td>-0.1205</td>
<td>-0.1195</td>
<td></td>
</tr>
<tr>
<td>Blom</td>
<td>0.0066</td>
<td>0.0257</td>
<td>0.0555</td>
<td>0.0940</td>
<td>0.1390</td>
<td>0.1886</td>
<td>0.2955</td>
<td></td>
</tr>
<tr>
<td>Jung</td>
<td>0.0069</td>
<td>0.0262</td>
<td>0.0545</td>
<td>0.0882</td>
<td>0.1247</td>
<td>0.1625</td>
<td>0.2393</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n = 20, \ p = 2 )</th>
<th>( \mu_1 )</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLUE0</td>
<td>0.0132</td>
<td>0.0502</td>
<td>0.1043</td>
<td>0.1692</td>
<td>0.2397</td>
<td>0.3131</td>
<td>0.4631</td>
<td></td>
</tr>
<tr>
<td>BLUE2</td>
<td>0.0148</td>
<td>0.0540</td>
<td>0.1058</td>
<td>0.1584</td>
<td>0.2032</td>
<td>0.2363</td>
<td>0.2708</td>
<td></td>
</tr>
<tr>
<td>BLUE4</td>
<td>0.0158</td>
<td>0.0550</td>
<td>0.0998</td>
<td>0.1357</td>
<td>0.1580</td>
<td>0.1695</td>
<td>0.1770</td>
<td></td>
</tr>
<tr>
<td>BLUE8</td>
<td>0.0170</td>
<td>0.0543</td>
<td>0.0884</td>
<td>0.1092</td>
<td>0.1195</td>
<td>0.1240</td>
<td>0.1267</td>
<td></td>
</tr>
<tr>
<td>RSE0</td>
<td>0.0132</td>
<td>0.0501</td>
<td>0.1041</td>
<td>0.1687</td>
<td>0.2389</td>
<td>0.3117</td>
<td>0.4604</td>
<td></td>
</tr>
<tr>
<td>RSE2</td>
<td>0.0148</td>
<td>0.0541</td>
<td>0.1058</td>
<td>0.1579</td>
<td>0.2021</td>
<td>0.2346</td>
<td>0.2685</td>
<td></td>
</tr>
<tr>
<td>RSE4</td>
<td>0.0159</td>
<td>0.0549</td>
<td>0.0992</td>
<td>0.1343</td>
<td>0.1560</td>
<td>0.1672</td>
<td>0.1746</td>
<td></td>
</tr>
<tr>
<td>RSE9</td>
<td>0.0171</td>
<td>0.0542</td>
<td>0.0876</td>
<td>0.1078</td>
<td>0.1176</td>
<td>0.1220</td>
<td>0.1245</td>
<td></td>
</tr>
<tr>
<td>WMAD0</td>
<td>-0.2526</td>
<td>-0.2253</td>
<td>-0.1865</td>
<td>-0.1415</td>
<td>-0.0936</td>
<td>-0.0445</td>
<td>0.0550</td>
<td></td>
</tr>
<tr>
<td>WMAD2</td>
<td>-0.2157</td>
<td>-0.1855</td>
<td>-0.1467</td>
<td>-0.1084</td>
<td>-0.0764</td>
<td>-0.0531</td>
<td>-0.0292</td>
<td></td>
</tr>
<tr>
<td>WMAD4</td>
<td>-0.1798</td>
<td>-0.1484</td>
<td>-0.1137</td>
<td>-0.0870</td>
<td>-0.0708</td>
<td>-0.0627</td>
<td>-0.0573</td>
<td></td>
</tr>
<tr>
<td>WMAD6</td>
<td>-0.1560</td>
<td>-0.1244</td>
<td>-0.0935</td>
<td>-0.0730</td>
<td>-0.0623</td>
<td>-0.0235</td>
<td>0.0812</td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Blom</td>
<td>0.0125</td>
<td>0.0485</td>
<td>0.1038</td>
<td>0.1730</td>
<td>0.2511</td>
<td>0.3343</td>
<td>0.5069</td>
<td></td>
</tr>
<tr>
<td>Jung</td>
<td>0.0131</td>
<td>0.0500</td>
<td>0.1045</td>
<td>0.1702</td>
<td>0.2423</td>
<td>0.3175</td>
<td>0.4717</td>
<td></td>
</tr>
</tbody>
</table>

Table 8 – Bias of various estimators of the scale of logistic distribution in the presence of multiple location-outliers.
WMAD is quite sensitive to the presence of outliers. As the value of the smallest bias. We also observe from table 9 that each estimator except for the

Table 9 – Bias of various estimators of the scale of logistic distribution in the presence of order statistics, both have very large bias compared with the censored forms of RSE. But the estimators of Blom and Jung, each involving all of the

<table>
<thead>
<tr>
<th>$\mu_1$</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 20, \ p = 1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLUE0</td>
<td>-0.0229</td>
<td>0.0000</td>
<td>0.0260</td>
<td>0.0529</td>
<td>0.1079</td>
<td>0.1633</td>
</tr>
<tr>
<td>BLUE2</td>
<td>-0.0273</td>
<td>0.0000</td>
<td>0.0212</td>
<td>0.0360</td>
<td>0.0539</td>
<td>0.0640</td>
</tr>
<tr>
<td>BLUE4</td>
<td>-0.0318</td>
<td>0.0000</td>
<td>0.0194</td>
<td>0.0313</td>
<td>0.0445</td>
<td>0.0516</td>
</tr>
<tr>
<td>BLUE8</td>
<td>-0.0416</td>
<td>0.0000</td>
<td>0.0175</td>
<td>0.0269</td>
<td>0.0365</td>
<td>0.0414</td>
</tr>
<tr>
<td>RSE0</td>
<td>-0.0230</td>
<td>0.0000</td>
<td>0.0260</td>
<td>0.0532</td>
<td>0.1069</td>
<td>0.1654</td>
</tr>
<tr>
<td>RSE2</td>
<td>-0.0273</td>
<td>0.0000</td>
<td>0.0212</td>
<td>0.0359</td>
<td>0.0537</td>
<td>0.0638</td>
</tr>
<tr>
<td>RSE4</td>
<td>-0.0323</td>
<td>0.0000</td>
<td>0.0193</td>
<td>0.0311</td>
<td>0.0441</td>
<td>0.0510</td>
</tr>
<tr>
<td>RSE9</td>
<td>-0.0424</td>
<td>0.0000</td>
<td>0.0174</td>
<td>0.0267</td>
<td>0.0361</td>
<td>0.0409</td>
</tr>
<tr>
<td>WMAD0</td>
<td>-0.2804</td>
<td>-0.2626</td>
<td>-0.2439</td>
<td>-0.2251</td>
<td>-0.1871</td>
<td>-0.1490</td>
</tr>
<tr>
<td>WMAD2</td>
<td>-0.2493</td>
<td>-0.2273</td>
<td>-0.2112</td>
<td>-0.2002</td>
<td>-0.1869</td>
<td>-0.1795</td>
</tr>
<tr>
<td>WMAD4</td>
<td>-0.2197</td>
<td>-0.1927</td>
<td>-0.1773</td>
<td>-0.1681</td>
<td>-0.1580</td>
<td>-0.1520</td>
</tr>
<tr>
<td>WMAD6</td>
<td>-0.2015</td>
<td>-0.1698</td>
<td>-0.1548</td>
<td>-0.1465</td>
<td>-0.1377</td>
<td>-0.1352</td>
</tr>
<tr>
<td>Blom</td>
<td>-0.0208</td>
<td>0.0000</td>
<td>0.0281</td>
<td>0.0609</td>
<td>0.1343</td>
<td>0.2129</td>
</tr>
<tr>
<td>Jung</td>
<td>-0.0225</td>
<td>0.0000</td>
<td>0.0263</td>
<td>0.0540</td>
<td>0.1112</td>
<td>0.1693</td>
</tr>
<tr>
<td>$n=20, \ p = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLUE2</td>
<td>-0.0548</td>
<td>0.0000</td>
<td>0.0430</td>
<td>0.0743</td>
<td>0.1152</td>
<td>0.1404</td>
</tr>
<tr>
<td>BLUE4</td>
<td>-0.0633</td>
<td>0.0000</td>
<td>0.0395</td>
<td>0.0645</td>
<td>0.0935</td>
<td>0.1095</td>
</tr>
<tr>
<td>BLUE8</td>
<td>-0.0811</td>
<td>0.0000</td>
<td>0.0357</td>
<td>0.0552</td>
<td>0.0759</td>
<td>0.0866</td>
</tr>
<tr>
<td>RSE0</td>
<td>-0.0462</td>
<td>0.0000</td>
<td>0.0519</td>
<td>0.1061</td>
<td>0.2174</td>
<td>0.3301</td>
</tr>
<tr>
<td>RSE2</td>
<td>-0.0547</td>
<td>0.0000</td>
<td>0.0430</td>
<td>0.0741</td>
<td>0.1147</td>
<td>0.1397</td>
</tr>
<tr>
<td>RSE4</td>
<td>-0.0643</td>
<td>0.0000</td>
<td>0.0393</td>
<td>0.0640</td>
<td>0.0926</td>
<td>0.1084</td>
</tr>
<tr>
<td>RSE9</td>
<td>-0.0824</td>
<td>0.0000</td>
<td>0.0355</td>
<td>0.0548</td>
<td>0.0750</td>
<td>0.0855</td>
</tr>
<tr>
<td>WMAD0</td>
<td>-0.2984</td>
<td>-0.2626</td>
<td>-0.2253</td>
<td>-0.1876</td>
<td>-0.1116</td>
<td>-0.0555</td>
</tr>
<tr>
<td>WMAD2</td>
<td>-0.2713</td>
<td>-0.2273</td>
<td>-0.1946</td>
<td>-0.1713</td>
<td>-0.1412</td>
<td>-0.1228</td>
</tr>
<tr>
<td>WMAD4</td>
<td>-0.2462</td>
<td>-0.1927</td>
<td>-0.1614</td>
<td>-0.1420</td>
<td>-0.1198</td>
<td>-0.1077</td>
</tr>
<tr>
<td>WMAD6</td>
<td>-0.2321</td>
<td>-0.1698</td>
<td>-0.1393</td>
<td>-0.1218</td>
<td>-0.1029</td>
<td>-0.0929</td>
</tr>
<tr>
<td>Blom</td>
<td>-0.0419</td>
<td>0.0000</td>
<td>0.0559</td>
<td>0.1202</td>
<td>0.2624</td>
<td>0.4133</td>
</tr>
<tr>
<td>Jung</td>
<td>-0.0452</td>
<td>0.0000</td>
<td>0.0524</td>
<td>0.1077</td>
<td>0.2218</td>
<td>0.3380</td>
</tr>
</tbody>
</table>

In table 9, we have presented the bias of the above estimators of the scale parameter $\sigma$ under the multiple scale-outlier model for $n = 10(5)20$, $p = 0(1)3$, and $\mu = \mu_1 = 0, \sigma = 1, \sigma_1 = 0.5(0.5)2, 3, 4$. For the RSE, BLUE, and WMAD, we have included $r = 0, 10, 20\%$ of $n$ as well as the value of $r$ that gave the estimator with the smallest bias. We also observe from table 9 that each estimator except for the WMAD is quite sensitive to the presence of outliers. As the value of $\sigma_1$ increases from 0.5 to 4.0, the bias of each estimator except for the WMAD increases, although much less so for large values of $r$. On the other hand, the WMAD usually decreases in bias as $\sigma_1$ increases. Also, for a given value of $\sigma_1$ and $n$, the bias of each estimator increases considerably as $p$ increases. The bias of the RSE and BLUE are quite comparable, with the forms with large values of $r$ giving the smallest bias (except for the case $\sigma_1 = 0.5$). But the estimators of Blom and Jung, each involving all of the order statistics, both have very large bias compared with the censored forms of RSE.
and BLUE. When there are two or more outliers and \( \sigma_1 \) is large, the WMAD usually has the smallest bias, whereas the censored forms of the RSE and BLUE have the smallest bias for small values of \( p \) and \( \sigma_1 \).

8.6. Some comments

We have established in Theorem 8.1 some recurrence relations for the single moments of order statistics from INID logistic random variables which enable the recursive computation of single moments of order statistics from a multiple-outlier model. From the values of the bias computed for various linear estimators of the location and scale parameters of the logistic distribution in the presence of multiple outliers in the sample, it is observed that the sample median is the least-biased estimator of the location while the WMAD is the estimator of the scale with the smallest bias in general.

Open Problem 8.6. A sufficient condition to verify whether the sample median is the least-biased estimator of the location parameter when a single outlier is present in the sample was presented in [55] wherein it was also shown that this condition is satisfied in the case of the logistic distribution. Table 7 reveals that the sample median remains as the least-biased estimator even when multiple outliers are present in the sample. This then raises a question whether there is a version of the condition in [55] for the multiple-outlier situation and that whether this condition is satisfied in the logistic case?

It is important to mention that an evaluation of the robustness of estimators by bias alone is not sufficient and that it is necessary to evaluate them by variance or mean square error as well. This would, of course, require the computation of product moments of order statistics.

Open Problem 8.7. The relations in Theorem 8.1 generalize the recurrence relations for the single moments of logistic order statistics in the IID case established in [88] to the INID case. This leaves a question whether there are similar generalizations of the recurrence relations for the product moments of logistic order statistics in the IID case established in [87] to the INID case?

9. Robust estimation for Laplace distribution

Results 6.2 and 6.3 presented earlier can be used to evaluate the robustness properties of various linear estimators of the location and scale parameters of the Laplace distribution with regard to the presence of one or more outliers in the sample. To this end, let us assume that \( X_1, \ldots, X_{n-p} \) are IID variables from a Laplace distribution with probability density function

\[
f(x; \mu, \sigma) = \frac{1}{2\sigma} \exp \left\{ - \frac{|x - \mu|}{\sigma} \right\}, \quad x \in \mathbb{R}, \quad \mu \in \mathbb{R}, \quad \sigma \in \mathbb{R}^+,
\]

(151)
and $X_{n-p+1}, \ldots, X_n$ are IID variables from another Laplace distribution (independently of $X_1, \ldots, X_{n-p}$) with probability density function

$$g(x; \mu, a\sigma) = \frac{1}{2a\sigma} \exp\left\{ -\frac{|x - \mu|}{a\sigma} \right\}, \quad x \in \mathbb{R}, \quad \mu \in \mathbb{R}, \quad a, \sigma \in \mathbb{R}^+.$$ 

Thus, the two sets of variables are symmetric about $\mu$; let us denote the corresponding standardized variables by $Z_i$, i.e., $Z_i = (X_i - \mu)/\sigma$ ($i = 1, \ldots, n$), and the corresponding order statistics by $Z_{1:n} \leq \cdots \leq Z_{n:n}$. Then, Results 6.2 and 6.3 reduce to

$$\mu_r^{(k)}[p] = \frac{1}{2^n} \left\{ \sum_{t=0}^{\min(r,1,n-t)} \sum_{i=p-t}^{n-p+t} \binom{r}{i} \binom{n-p}{i-t} v_{r-i,n-i}[t] \right\}, \quad 1 \leq r \leq n, \quad k \geq 1, \quad (152)$$

and

$$\mu_{r,s,n}[p] = \frac{1}{2^n} \left\{ \sum_{t=0}^{\min(s,1,n-t)} \sum_{i=p-t}^{n-p+t} \binom{r}{i} \binom{n-p}{i-t} v_{r-i,n-i}[t] v_{s-i,n-i}[t] \right\} - \sum_{i=\max(r,p-t)}^{\min(s,1,n-t)} \binom{r}{i} \binom{n-p}{i-t} v_{r-i,n-i}[t] v_{s-i,n-i}[t] \right\}, \quad 1 \leq r < s \leq n, \quad (153)$$

where $\mu_r^{(k)}[p]$ and $\mu_{r,s,n}[p]$ denote the single and product moments of order statistics from the $p$-outlier Laplace sample $Z_1, \ldots, Z_n$, and $v_{r,n}[t]$ and $v_{r,s,n}[t]$ denote the single and product moments of order statistics from the $t$-outlier exponential sample (obtained by folding $Z_i$’s around zero).

The relations in (152) and (153) were used in [49] to examine the robustness features of different linear estimators of the parameters $\mu$ and $\sigma$ of the Laplace distribution in (151). Through this study, they observed that the Linearly Weighted Mean

$$L_n(r) = \frac{1}{2(\frac{2}{r} - 1)^2} \sum_{i=1}^{n-r} (2i - 1)(X_{r+i,n} + X_{n-r-i+1:n}) \quad \text{for } n \text{ even}$$

and the maximum likelihood estimator (see [27])

$$ML(r) = \frac{1}{n-2r} \left\{ r(X_{n-r:n} - X_{r+1:n}) + \sum_{i=\frac{r}{2}+1}^{n-r} X_{i:n} - \sum_{i=r+1}^{n} X_{i:n} \right\} \quad \text{for } n \text{ even}$$
were the most efficient estimators of $\mu$ and $\sigma$, respectively, in the presence of one or more outliers in the sample.

Table 10 presents the values of $\frac{1}{n-1} \text{Var}(L_n(r))$ for different choices of $r$, $p$, and $a$ when the sample size $n = 20$. Similarly, table 11 presents the values of $\frac{1}{n-1} \text{MSE}(ML(r))$ for different choices of $r$, $p$, and $a$ when the sample size $n = 20$. The robustness feature of these two estimators is evident from these two tables and it is also clear that larger values of $r$ provide more protection against the presence of pronounced outliers but at the cost of a higher premium.

### 10. Results for some other distributions

In [50], order statistics arising from INID Pareto random variables with probability density functions

$$f_i(x) = \nu_i x^{-(\nu_i+1)}, \quad x \geq 1, \quad \nu_i > 0,$$

<table>
<thead>
<tr>
<th>$p$</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
<th>7.0</th>
<th>8.0</th>
<th>9.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LinWei 5</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 6</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 7</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>LinWei 5</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 6</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 7</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>LinWei 5</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 6</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 7</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
</tbody>
</table>

Table 10 – Values of $(\text{Variance of } L_n(r))/\sigma^2$ for selected values of $r$

<table>
<thead>
<tr>
<th>$p$</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
<th>7.0</th>
<th>8.0</th>
<th>9.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LinWei 5</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 6</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 7</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>LinWei 5</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 6</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 7</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>LinWei 5</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 6</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LinWei 7</td>
<td>0.0894</td>
<td>0.0839</td>
<td>0.0677</td>
<td>0.0663</td>
<td>0.0702</td>
<td>0.0711</td>
<td>0.0716</td>
<td>0.0719</td>
<td></td>
</tr>
</tbody>
</table>

Table 11 – Values of $(\text{MSE of } ML(r))/\sigma^2$ for selected values of $r$
and cumulative distribution functions

\[ F_i(x) = 1 - x^{-v_i}, \quad x \geq 1, \quad v_i > 0, \]

for \( i = 1, 2, \ldots, n \), were considered. In this case, the characterizing differential equations are

\[ 1 - F_i(x) = \frac{1}{v_i} x f_i(x), \quad x \geq 1, \quad v_i > 0, \quad i = 1, \ldots, n. \]  

By using the permanent approach along with the characterizing differential equations in (154), several recurrence relations were derived in [50] for the single and product moments of order statistics arising from INID Pareto random variables. These results were then used to examine the robustness of the maximum likelihood estimators and best linear unbiased estimators of the scale parameter of a one-parameter Pareto distribution and of the location and scale parameters of a two-parameter Pareto distribution under the presence of multiple outliers. They observed that the estimators based on censored samples possess robustness features in general than those based on complete samples. Of course, these were carried out under the assumption that the shape parameter is known; see also [52] for related work on Lomax distribution.

**Open Problem 10.1.** Though robust estimation of the scale or location and scale parameters of the Pareto distribution has been discussed, the robust estimation of the shape parameter remains as an open problem and deserves attention.

In [21], order statistics arising from INID power function random variables with probability density functions

\[ f_i(x) = v_i x^{v_i - 1}, \quad 0 < x < 1, \quad v_i > 0, \]

and cumulative distribution functions

\[ F_i(x) = x^{v_i} \quad 0 < x < 1, \quad v_i > 0, \]

for \( i = 1, 2, \ldots, n \), were considered. The characterizing differential equations in this case are

\[ F_i(x) = \frac{1}{v_i} x f_i(x), \quad 0 < x < 1, \quad v_i > 0, \quad i = 1, \ldots, n. \]  

By using the permanent approach along with the characterizing differential equations in (155), several recurrence relations were derived in [21] for the single and product moments of order statistics arising from INID power function random variables. They can be used to determine these moments in the case of multiple-outlier model.

### 11. Miscellanea

In this section, we briefly describe two recent developments wherein permanent representations of distributions of order statistics have proven to be useful. First one concerns ranked set sampling. The basic procedure of obtaining a ranked set sample is as
follows. First, we draw a random sample of size \( n \) from the population and order them (without actual measurement, for example, visually). Then, the smallest observation is measured and denoted as \( X_{(1)} \), and the remaining are not measured. Next, another sample of size \( n \) is drawn and ordered, and only the second smallest observation is measured and denoted as \( X_{(2)} \). This procedure is continued until the largest observation of the \( n \)-th sample of size \( n \) is measured. The collection \( \{X_{(1)}, \ldots, X_{(n)}\} \) is called as a one-cycle ranked set sample of size \( n \).

If we replicate the above procedure \( m \) times, we finally get a ranked set sample of total size \( N = mn \). The data thus collected in this case is denoted by \( \mathbf{X}_{\text{RSS}} = \{X_{1(1)}, X_{2(1)}, \ldots, X_{m(1)}, \ldots, X_{1(n)}, X_{2(n)}, \ldots, X_{m(n)}\} \).

The ranked set sampling was first proposed in [77] in order to find a more efficient method to estimate the average yield of pasture. Since then, numerous parametric and nonparametric inferential procedures based on ranked set samples have been developed in the literature.

It is evident that if the ranking (done by visual inspection, for example) is perfect, then \( X_{(i)} \) is distributed exactly as the \( i \)-th order statistic from a random sample of size \( n \) from a distribution \( F(x) \) and hence has its density function and distribution function as in (2) and (1), respectively. Note that in this case, however, \( X_{(1)}, \ldots, X_{(n)} \) are mutually independent. Therefore, if the observations from a one-cycle ranked set sample are ordered, the distributions of these ordered observations can be expressed in the permanent form as in (9) and (13) with \( f_i(x) \) and \( F_i(x) \) replaced by \( f_{1,n}(x) \) and \( F_{1,n}(x) \) in (2) and (1), respectively. For example, if \( X_{1:n}^{\text{ORSS}}, \ldots, X_{n:n}^{\text{ORSS}} \) denote these order statistics obtained from a one-cycle ranked set sample, the density function of \( X_{r:n}^{\text{ORSS}} (1 \leq r \leq n) \) can be expressed as

\[
 f_{X_{r:n}^{\text{ORSS}}}(x) = \frac{1}{(r-1)!(n-r)!} \text{Per} \left( \begin{array}{ccc} F_{1:n}(x) & \cdots & F_{n:n}(x) \\ f_{1:n}(x) & \cdots & f_{n:n}(x) \\ 1 - F_{1:n}(x) & \cdots & 1 - F_{n:n}(x) \end{array} \right) 
\]

\[
 x \in \mathbb{R}.
\]

This set of ordered observations has been referred to as ordered ranked set sample in [31,32], and has been used to develop efficient inferential procedures in this context.

Another scenario in which permanent representations arise naturally is in the context of progressive censoring. In the model of progressively Type-II censored order statistics, some of the underlying random variables \( X_1, \ldots, X_n \) are censored during the observation. In particular, this means that in a life-testing experiment with \( n \) independent units, a pre-fixed number \( R_1 \) of surviving units are randomly censored from the sample after the first failure time, \( \min\{X_1, \ldots, X_n\} \). Then, at the first failure time of the remaining \( n - R_1 - 1 \) units, \( R_2 \) units are censored, and so on. Finally, at the time of the \( m \)-th failure, all the remaining \( R_m = n - m - R_1 - \cdots - R_{m-1} \) units are censored. For a detailed description of this progressive censoring scheme and related developments, one may refer to [19].

Note that while carrying out this life-test, it is assumed that the units being
tested have IID life-times $X_1, \ldots, X_n$ with distribution function $F(\cdot)$. Instead, if we assume that $X_1, \ldots, X_n$ are INID random variables, then the joint density of these progressively Type-II censored order statistics $(X_{1:m}, \ldots, X_{m:n})$ has been expressed in a permanent form recently in [26] as

$$f_{X_{1:m}, \ldots, X_{m:n}}(x_1, \ldots, x_m) = \frac{1}{(n-1)!} \prod_{j=2}^{m} \gamma_j \operatorname{Per} \left[ \begin{array}{ccc} f_1(x_1) & \cdots & f_n(x_1) \\ 1 - F_1(x_1) & \cdots & 1 - F_n(x_1) \\ \vdots & \ddots & \vdots \\ f_1(x_m) & \cdots & f_n(x_m) \\ 1 - F_1(x_m) & \cdots & 1 - F_n(x_m) \end{array} \right] \begin{array}{c} 1 \\ R_1 \\ \vdots \\ R_m \end{array},$$

where $\gamma_1 = \sum_{i=1}^{m} (R_i + 1) = n$ and $\gamma_j = \sum_{i=1}^{m} (R_i + 1)$ is the number of units remaining in the experiment after the $(j-1)$-th failure for $j = 2, 3, \ldots, m$. Such permanent forms have been used in [26] to establish some interesting properties of these progressively censored order statistics arising from INID random variables, and have also been applied to discuss the robustness of the maximum likelihood estimator of the mean of an exponential distribution when one or more outliers are possibly present in the observed progressively Type-II censored sample.
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