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Abstract

We study in this paper the following systems, using standard tools devoted to the analysis of semilinear elliptic problems on $\mathbb{R}^3$:

$$
R(\varepsilon_1, \varepsilon_2) \left\{ \begin{array}{l}
-\Delta u - \omega_1^2 u = \varepsilon_1 uv^2, \\
-\Delta v - \omega_2^2 v = \varepsilon_2 uv^2,
\end{array} \right. \quad , \varepsilon_i = \pm 1, \omega_i \in \mathbb{R}, \text{ for } i = 1, 2,
$$

where $u, v$ holds for real valued functions. These systems do not admit any non trivial finite energy solution. However, we exhibit infinitely many non trivial radial solutions in the $\varepsilon_1\varepsilon_2 = +1$ cases. A first type of solution consists in a ground state of $R(-1, -1)$, exhibited by variational arguments, whose structure is a finite energy perturbation of a non trivial constant solution of $R(-1, -1)$. A second type consists in a radial, oscillating, asymptotically null at infinity solution in the $\varepsilon_1\varepsilon_2 = +1$ cases that we exhibit using eigenvalue comparison and ordinary differential equation type arguments.

1 Introduction, statement of the results.

In this paper, we look for particular standing wave solutions $(U, V) (t, x) = (e^{i\omega_1 t} u(x), e^{i\omega_2 t} v(x))$, or particular travelling wave solutions $(U, V) (t, x) = (u(x - ct), v(x - ct))$, $c = (c_1, c_2, c_3) \in \mathbb{R}^3, |c| < 1$, of the following systems of wave equations

$$
P(\varepsilon_1, \varepsilon_2) : \left\{ \begin{array}{l}
(\partial_t^2 - \Delta) U = \varepsilon_1 U |V|^2 \\
(\partial_t^2 - \Delta) V = \varepsilon_2 U |V|^2
\end{array} \right. , \varepsilon_i = \pm 1, \text{ for } i = 1, 2.
$$
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The system $P(+1, -1)$ comes from field theory, (see [3], [5], [6] and references therein for a physical background), and we study the cases $\varepsilon_1 \varepsilon_2 = +1$ for a better understanding of this last case. It is straightforward to compute that a standing wave solution of $P(\varepsilon_1, \varepsilon_2)$ satisfies the system

$$
R(\varepsilon_1, \varepsilon_2) \left\{ \begin{array}{l}
-\Delta u - \omega_1^2 u = \varepsilon_1 uv^2 \\
-\Delta v - \omega_2^2 v = \varepsilon_2 vu^2
\end{array} \right., \varepsilon_i = \pm 1, \omega_i \in \mathbb{R}, \text{ for } i = 1, 2,
$$

A travelling wave solution satisfies also $R(\varepsilon_1, \varepsilon_2)$, but for $\omega_1 = \omega_2 = 0$ and the change of variables

$$
\left\{ \begin{array}{l}
u' (x) = u \left( L^{1/2} x \right) \\
v' (x) = v \left( L^{1/2} x \right)
\end{array} \right.
$$

In the last expression, the symmetric positive definite matrix $L$ is given by $L = (L_{ij})$, with $1 \leq i, j \leq 3$ and $L_{ij} = \delta_{ij} - c_i c_j$.

The systems $R(\varepsilon_1, \varepsilon_2)$ are semilinear elliptic systems on the unbounded space $\mathbb{R}^3$. It seems natural at a first sight to look for variational methods to exhibit non trivial solutions of $R(\varepsilon_1, \varepsilon_2)$, because they have a variational structure (see for instance [9] for a general introduction to variational methods) : each of the system $R(\varepsilon_1, \varepsilon_2)$ is obtained formally as the Euler-Lagrange equation of the following functional, or Lagrangian :

$$
J_{(\varepsilon_1, \varepsilon_2)} (u, v) = - \varepsilon_1 \int_{\mathbb{R}^3} \left[ (\nabla u)^2 - \omega_1^2 u^2 \right] dx - \\
- \varepsilon_2 \int_{\mathbb{R}^3} \left[ (\nabla v)^2 - \omega_2^2 v^2 \right] dx + \int_{\mathbb{R}^3} u^2 v^2 \, dx
$$

Note that, if considered on a bounded domain $\Omega$ with Dirichlet conditions, the variational structure of $J_{(\varepsilon_1, \varepsilon_2)} (u, v)$ is of linking type. Thus, one can use the classical results of [8] or [11] to prove the existence of non trivial solutions whatever the signs of $(\varepsilon_1, \varepsilon_2)$ are for large enough $\Omega$. The same argumentation holds for non trivial periodical solutions in the monodimensional case. Thus in $\mathbb{R}^3$, there are infinitely many solutions that are periodic in one direction and constant in the two other orthogonal directions. For unbounded domains, particular solution of solitary wave type for semilinear Schrödinger, wave or heat equations leads often
to consider variational problems. They have been widely studied for this purpose (see for instance [12], [4]). To study these functionals with a standard variational method, a natural functional setting is the energy space, i.e. the homogeneous Sobolev space made of square integrable first derivative functions

\[ W^1 = \{ \phi \in C_0^\infty (\mathbb{R}^3) \mid ||\nabla \phi||_{L^2(\mathbb{R}^3)} \} , \]

where \( C_0^\infty \) is the usual one of test functions. The semilinear part of the functionals \( J_{(\varepsilon_1, \varepsilon_2)} \) are subcritical, respectively to the Sobolev critical exponent \( 2^* = 6 \) in \( \mathbb{R}^3 \). However, even in the cases \( \varepsilon_1 \varepsilon_2 = +1 \), they are strongly indefinite in the energy space. This is due to the "negative mass", i.e. the negative sign that appears on the \( L^2 \) norm in the expression of these. The linking structure still holds on the energy space, but a direct variational approach fails. Actually, the second section of this paper is devoted to the proof of the following non existence result of finite energy solution:

**Proposition 1.1.** It does not exist any non trivial finite energy solutions of \( R(\varepsilon_1, \varepsilon_2) \) in the \( \varepsilon_1 \varepsilon_2 = +1 \) cases.

It does not exist any non trivial radial finite energy solutions of \( R(\varepsilon_1, \varepsilon_2) \) in the \( \varepsilon_1 \varepsilon_2 = -1 \) cases.

We make a spherical symmetric assumption in the \( \varepsilon_1 \varepsilon_2 = -1 \) cases that we think to be only of technical nature.

This last result expresses the difficulty to find a good functional setting to study our systems via a variational method, that would be a good tool for the study of \( R(\varepsilon_1, \varepsilon_2) \) in the \( \varepsilon_1 \varepsilon_2 = -1 \) cases. Actually it turns out in the third and fourth sections of this paper that the finite energy assumption is a too strong asymptotic behavior requirement.

A first idea to exhibit a non trivial solution is to perturb the systems \( P(\varepsilon_1, \varepsilon_2) \) around a particular solution that is not of finite energy and to look for a better posed variational problem. This idea gives results perturbing \( P(-1, -1) \) around its constant states. Doing so, one looks for a solution of the associated system of wave equations whose particular shape is \( (U(t, x), V(t, x)) = (a + u(x), e^{i\omega t}v(x)) \). We are led to consider the existence problem of a solution for

\[
R_a(-1, -1) \left\{ \begin{array}{ll}
-\Delta u = -(u + a)v^2 \\
-\Delta v - \omega^2 v = -v(u + a)^2
\end{array} \right. 
\]
If we look for finite energy solutions of this problem, we consider equivalently a critical point of the following Lagrangian

\[ J_{(-1,-1)}^a (u,v) = \int_{\mathbb{R}^3} (\nabla u)^2 \, dx + \int_{\mathbb{R}^3} (\nabla v)^2 \, dx + \int_{\mathbb{R}^3} \left( (u + a)^2 v^2 - \omega^2 v^2 \right) \, dx. \]

The quadratic part of this functional is now positive definite if \( 0 < \omega^2 < a^2 \), and we show in the third part of this paper that this functional has a mountain pass geometry. This allows us to prove the existence of a non trivial radial solution:

**Theorem 1.1.** For every \( 0 < \omega^2 < a^2 \) there exists a non trivial radial solution \((u_1, v_1)\) of \( R_a (-1,-1) \) verifying

\[
\sup_{(u,v) \in W^1, \ (u,v) \neq 0} \frac{\int_{\mathbb{R}^3} \left[ \omega^2 v^2 - (u + a)^2 v^2 \right] \, dx}{\left( \int_{\mathbb{R}^3} (\nabla u)^2 \, dx \right)^2 \left( \int_{\mathbb{R}^3} (\nabla v)^2 \, dx \right)^2} = \frac{1}{\left( \int_{\mathbb{R}^3} (\nabla u_1)^2 \, dx \right)^2}. \]

This last equality can be viewed as a Sobolev type inequality. We show also that \((u_1, v_1)\) realizes the minimum of \( J_{(-1,-1)}^a (u,v) \) among all the non trivial finite energy solutions of \( R_a (-1,-1) \), defining a ground state type solution. So we expect that the corresponding solutions of \( P (-1,-1) \) associated to these ground states be stable.

So far we have exhibited some solutions that are asymptotically constant at infinity, with a non null constant \((0,a)\). But we expect, due to the linking structure of our problems, to find non trivial solutions that are asymptotically null at infinity. We get two results in this direction, studying the equivalent systems of ordinary differential equations satisfied by any smooth radial solution of \( R(\varepsilon_1,\varepsilon_2) \). These results may be known since we use very classical tools to prove them, but as we don’t know a reference, we give a quick proof of them in the fourth part of this paper. Considering first \( R(+1,+1) \), we prove easily (we denote \( r (x) = (x_1^2 + x_2^2 + x_3^2)^{1/2} \) the radial coordinate):

**Theorem 1.2.** For every \((a,b) \in \mathbb{R}^2 \) there exists a radial solution \((u,v)\) of \( R(+1,+1) \)

verifying \( \{ u (0) = a, v (0) = b \} \) and \((\omega_1^2 u^2 + \omega_2^2 v^2) (x) \leq \frac{C}{r^2 (x)} \).

These solutions expressed in polar coordinates are oscillating ones in the \( \omega_1 \omega_2 \neq 0 \) and \( ab \neq 0 \) cases. To be more precise, let us (when properly
defined) denote \( \{ \zeta_i (u) \}_{i \in \mathbb{N}} \) the increasing sequence defined by the zeros of a smooth function \( u \), then these solutions satisfy \( |\zeta_{i+1} (u) - \zeta_i (u)| \to \frac{\pi}{\omega_1} \), \( |\zeta_{i+1} (v) - \zeta_i (v)| \to \frac{\pi}{\omega_2} \), as \( i \to \infty \). Considering now \( R(-1, -1) \), we get a partial result, studying a particular case that we denote

\[ R(-1) : -\Delta u - \omega^2 u = -u^3. \]

For this equation, we prove

**Theorem 1.3.** For every \( \omega^2 > a^2 > 0 \), there exists a radial solution \( u \) of \( R(-1) \) verifying \( \{ u(0) = a \} \), \( \limsup_{r \to \infty} r^2 (x) (\omega_1^2 u^2 + \omega_2^2 v^2) (x) > 0 \) and \( \lim_{r \to \infty} r^2 u(x) = 0 \).

This is a sharp existence result in the sense that the solution of the ordinary differential equation associated to \( R(-1) \) is \( u = \omega \) for initial conditions \( \{ u(0)^2 = \omega^2, \partial_r u(0) = 0 \} \), and that this equation blows up solution within finite time when it is associated to initial conditions satisfying \( \{ u(0)^2 > \omega^2, \partial_r u(0) = 0 \} \). Here also we have the property \( |\zeta_{i+1} (u) - \zeta_i (u)| \to \frac{\pi}{\omega_1}, i \to \infty \).

**Remark 1.1.** Let us consider the semilinear Klein Gordon equation

\[ \left\{ \partial_t^2 U - \Delta U + m^2 U = -|U|^2 U \right\} \]

in the three dimensional case. It is a well known fact that there exists a stable solitary wave type solution of this equation whose shape is \( U(t, x) = e^{iwt} u(x) \) in the cases \( 0 \leq \omega^2 \leq m^2 \) (see [12], [4]). It is interesting to note that for higher frequencies, i.e. in the case \( 0 < m^2 < \omega^2 \), there exists still solitary wave that are asymptotically null at infinity (theorem 1.3), but that are no longer of finite energy (proposition 1.1). An interesting question is whether these solutions are stable or not.

**Notations.** The usual Sobolev space over \( \mathbb{R}^3 \) is denoted \( H^1 \). The space \( W^1_r \) (resp. \( H^1_r \)) denotes the closed subset of \( W^1 \) (resp. \( H^1 \)) of radial functions. For a function \( u \), \( \text{supp} u \) holds for its support. We quote the multivalued function \( s\text{gn} (y) = \{-1, y \leq 0; +1, y \geq 0\} \). The annulus \( \{ x; a \leq r(x) \leq b \} \), \( 0 < a, \) is \( B(a, b) \). The measure of the unit ball is \( \alpha_3 = \text{meas} \{ B(0, 1) \} \). We recall the usual Sobolev embedding in \( \mathbb{R}^3 \):

\[ W^1 (\mathbb{R}^3) \hookrightarrow L^6 (\mathbb{R}^3), \quad H^1 (\mathbb{R}^3) \hookrightarrow L^p (\mathbb{R}^3), 2 \leq p \leq 6. \]
2 Non existence result in finite energy spaces

As a first step to prove proposition (1.1), we first get some a priori informations that verify a finite energy solution of \( R(\epsilon_1, \epsilon_2) \):

**Proposition 2.1.** Every finite energy \((u, v)\) solution of \( R(\epsilon_1, \epsilon_2) \) is \( C^\infty \) and verifies

i) (energy type relations)

\[
\int_{\mathbb{R}^3} (\nabla u)^2 - \omega_1^2 \int_{\mathbb{R}^3} u^2 = \epsilon_1 \int_{\mathbb{R}^3} u^2 v^2; \quad \int_{\mathbb{R}^3} (\nabla v)^2 - \omega_2^2 \int_{\mathbb{R}^3} u^2 = \epsilon_2 \int_{\mathbb{R}^3} u^2 v^2
\]

ii) (Pohozaev type relations)

\[
\int_{\mathbb{R}^3} \epsilon_1 (\nabla u)^2 + \epsilon_2 (\nabla v)^2 = 3 \left( \int_{\mathbb{R}^3} u^2 v^2 + \epsilon_1 \omega_1^2 \int_{\mathbb{R}^3} u^2 + \epsilon_2 \omega_2^2 \int_{\mathbb{R}^3} v^2 \right)
\]

This proposition uses a classical argumentation. We present a quick proof to the reader because much care has to be taken to handle integrations by parts that are in the heart of the proof. As an example, these integrations fails proving the first energy relation related to the quite similar system \( R(\epsilon, -1, -1) \) (see next section).

**Proof.**

**proof of i)** The idea is to use the multiplier \((u, v)\) and to integrate by parts. The only technical point is to justify these integrations for an a priori finite energy solution \((u, v) \in W^1 \) of \( R(\epsilon, \epsilon_2) \). For this purpose, we introduce the following truncature function of the unit ball,

\[
\chi_{B(0,1)}(x) = 1, \text{ if } x \in B(0,1);
\]

\[
\chi_{B(0,1)}(x) = 0, \text{ if } x \in \mathbb{R}^3 \backslash B(0,2);
\]

\[
0 \leq \chi_{B(0,1)}(x) \leq 1,
\]

and \( \chi_{B(0,1)} \in C_0^\infty \). We introduce also for short \( \chi_k(x) = \chi_{B(0,1)}(\frac{x}{k}) \), \( u_k = \chi_k u, \ v_k = \chi_k v \). We have the property \( 0 \leq u_k \leq u^2, \ 0 \leq v_k \leq v^2 \) because of the choice of the truncated function.

Using the Poincare inequality, \((u_k, v_k)\) belongs to \( H^1 \). As we deal here with a subcritical problem, the \( C^\infty \) property of the solution is easy to prove via a classical bootstrap argument. As a consequence, we have also that every finite energy solution is uniformly bounded and
\[
\lim_{r(x) \to \infty} (|u(x)| + |v(x)|) = 0. \tag{3}
\]

We multiply the system \( R(\varepsilon_1, \varepsilon_2) \) with \((u_k, v_k)\), and integrate over \(\mathbb{R}^3\) in order to get
\[
\begin{align*}
\int_{\mathbb{R}^3} \nabla u \nabla u_k &= \varepsilon_1 \int_{\mathbb{R}^3} u u_k v^2 + \omega_1^2 \int_{\mathbb{R}^3} u u_k \\
\int_{\mathbb{R}^3} \nabla v \nabla v_k &= \varepsilon_2 \int_{\mathbb{R}^3} u^2 v v_k + \omega_2^2 \int_{\mathbb{R}^3} v v_k
\end{align*} \tag{4}
\]

We estimate with the Hölder inequality
\[
\int_{\mathbb{R}^3} u u_k v^2 \leq C \|u u_k\|_{L^{3/2}} \|v^2\|_{L^1} \leq C \|u u_k\|_{L^{3/2}} \|v^2\|_{L^3} \leq\]
\[
C \|u u_k\|_{L^{3/2}}^{1/3} \|u u_k\|_{L^1}^{2/3} \|v\|_{L^6}^2
\]

So we have \(\int_{\mathbb{R}^3} v v_k u^2 \leq C (\int_{\mathbb{R}^3} u u_k)^{2/3}\), using (2) and (3). In the same way \(\int_{\mathbb{R}^3} v v_k u^2 \leq (\int_{\mathbb{R}^3} v v_k)^{2/3}\).

We recall that \((u_k, v_k) \to (u, v)\) in \(W^1\), as \(k \to \infty\), according to ([2], p.230). Thus the left hand side of (4) is uniformly bounded. Using the previous estimates, we get
\[
\begin{align*}
\begin{align*}
\int_{\mathbb{R}^3} u u_k v^2 &\rightarrow \int_{\mathbb{R}^3} (\nabla u)^2 - \omega_1^2 \int_{\mathbb{R}^3} u^2 v^2 < \infty \\
\int_{\mathbb{R}^3} v v_k u^2 &\rightarrow \int_{\mathbb{R}^3} (\nabla v)^2 - \omega_2^2 \int_{\mathbb{R}^3} v^2 v^2 < \infty
\end{align*}
\end{align*}
\]

that ends the proof of part \(i\).

\(ii\) We note here \(\partial_n u = u_i, \partial_r u = (\partial_{x_1} u, \partial_{x_2} u, \partial_{x_3} u)\), \(n = (n_1, n_2, n_3)\) the normal outward of the sphere of radius \(r\), denoted \(\partial B_r\), and \(dS\) the measure over \(\partial B_r\). We use the Einstein’s summation convention and follow the proof given in ([4]).

We multiply \( R(\varepsilon_1, \varepsilon_2) \) with the usual multiplier for Pohozaev identity that is \((\varepsilon_1 u_i, \varepsilon_2 u_i)\), and integrate over a ball \(B(0, r)\). We consider first the left hand integral
\[ I_r = -\varepsilon_1 \int_{B(0,r)} (v_{j,j}) v_i x_i - \varepsilon_2 \int_{B(0,r)} (u_{j,j}) u_i x_i \]

We have (and its equivalent for \( u \))

\[ \int_{B(0,r)} (v_{j,j}) v_i x_i = \frac{1}{2} \left( \int_{B(0,r)} (\nabla v)^2 + \int_{\partial B_r} r (\partial_r v)^2 dS \right) \]

On the right hand, we calculate

\[
I_r = \int_{B(0,r)} (v^2 + \varepsilon_1 \omega_1^2) u u_i x_i + (u^2 + \varepsilon_2 \omega_2^2) v u_i x_i =
\]

\[
= \frac{1}{2} \int_{B(0,r)} \partial_i (u^2 v^2 + \varepsilon_1 \omega_1^2 u^2 + \varepsilon_2 \omega_2^2 v^2) x_i =
\]

\[
= -\frac{3}{2} \int_{B(0,r)} u^2 v^2 + \varepsilon_1 \omega_1^2 u^2 + \varepsilon_2 \omega_2^2 v^2 +
\]

\[
+ \frac{1}{2} \int_{\partial B_r} [u^2 v^2 + \varepsilon_1 \omega_1^2 u^2 + \varepsilon_2 \omega_2^2 v^2] r dS
\]

Thus we compute

\[ \int_{B(0,r)} (\varepsilon_1 (\nabla u)^2 + \varepsilon_2 (\nabla v)^2) = \]

\[ = -3 \left( \int_{B(0,r)} u^2 v^2 + \varepsilon_1 \omega_1^2 \int_{B(0,r)} u^2 + \varepsilon_2 \omega_2^2 \int_{B(0,r)} v^2 \right) + C(r) \]  \hspace{1cm} (5)

with

\[ C(r) = \frac{1}{2} \int_{\partial B_r} r \left( u^2 v^2 + \varepsilon_1 \omega_1^2 u^2 + \varepsilon_2 \omega_2^2 v^2 + \varepsilon_1 (\partial_r u)^2 + \varepsilon_2 (\partial_r v)^2 \right) dS. \]

We use here the finite energy hypothesis, noting that, according to the part i) of Proposition, the function \( f = u^2 v^2 + \varepsilon_1 \omega_1^2 u^2 + \varepsilon_2 \omega_2^2 v^2 + \varepsilon_1 (\partial_r u)^2 + \varepsilon_2 (\partial_r v)^2 \) belongs to \( L^1(\mathbb{R}^3) \). Thus we deduce

\[ \left| \int_0^\infty \frac{C(r)}{r} dr \right| = \int_0^\infty \int_{\partial B_r} f dS dr = \| f \|_{L^1} < \infty. \]
implying the existence of a subsequence \((r_n)_{n \in \mathbb{N}}\) that tends to infinity and for which \(C(r_n) \to 0, n \to \infty\). We estimate \(I_r\) over such a subsequence in order to end the proof of Proposition.

**Proof of Proposition 1.1.** We consider two cases

\[ \varepsilon_1 = \varepsilon_2 : \text{ we denote for short the functionals } x = \int_{\mathbb{R}^3} (\nabla u)^2 + \int_{\mathbb{R}^3} (\nabla v)^2, y = \omega_1 \int_{\mathbb{R}^3} u^2 + \omega_2 \int_{\mathbb{R}^3} v^2, \quad x = \int_{\mathbb{R}^3} u^2 v^2. \]

Using Proposition 2.1, we get the following system

\[
\begin{align*}
    x &= 2\varepsilon_1 x + y \\
    x &= 3(\varepsilon_1 x + y) 
\end{align*}
\]

implying that \(x = -3y \leq 0\). Thus \((u, v)\) is the trivial solution.

\[ \varepsilon_1 = -\varepsilon_2 : \text{ the proof relies on an indirect argument. We consider } \varepsilon_1 = (1, -1), \text{ the other case } \varepsilon_2 = (-1, 1) \text{ being symmetric.} \]

There is an alternative:

**First case.** \(\omega_2 = 0\). Proposition 2.1 i) implies \(\int_{\mathbb{R}^3} u^2 v^2 = -\int_{\mathbb{R}^3} (\nabla v)^2 = 0\). If \(\omega_1 = 0\), we deduce \(\int_{\mathbb{R}^3} (\nabla u)^2 = 0\), thus \((u, v)\) is the trivial solution. If \(\omega_1 \neq 0\) then \(u \in L^2\), according to Proposition 2.1 i). Furthermore \(u\) satisfies \(-\Delta u - \omega_1^2 u = 0\), thus \(u = 0\) because the only finite energy solution of this problem is the trivial one.

**Second case.** \(\omega_2 \neq 0\). In this case, we suppose that \((u, v) \in W^1_r\). We deduce \(v \in L^2\) from Proposition 2.1 i). Furthermore, \(v\) satisfies the equation \(-\Delta v + u^2 v = \omega_2^2 v\). We recall the following result of Kato, ([10]),

The operator \((-\Delta + q(x))\) does not admit any positive eigenvalue on \(L^2(\mathbb{R}^3)\) under the hypothesis

\[ q(x) \text{ is a continuous function outside of a compact set,} \]

\[ \lim_{r(x) \to \infty} r(x) q(x) = 0. \]

To use this result, we precise the asymptotic behavior of a finite energy radial function in the following lemma:

**Lemma 2.1.** Let \(u \in W^1_r\). Then \(u\) is equal outside of the origin to a continuous function \(u_s(r(x))\) whose asymptotic behavior is \(\lim_{r \to \infty} r^{-1/2} u_s(r) = 0\), and \(\lim_{r \to 0} r^{1/2} u_s(r) = 0\).
Proof. Let \( u \in W_{r}^{1} \) and \( u_{s}(r(x)) = u(x) \). Notice that we have, using spherical coordinates

\[
\| \nabla u; L^{2}(\mathbb{R}_{+}^{3}) \|^{2} = \alpha_{3} \| r \partial_{r} u_{s}; L^{2}(\mathbb{R}_{+}^{3}) \|^{2} < \infty. \tag{7}
\]

Notice too that (2) implies

\[
\| r^{2} u_{s}^{6}; L^{1}(\mathbb{R}_{+}^{3}) \| = \| u; L^{6}(\mathbb{R}_{+}^{3}) \|^{6} \leq C \| \nabla u; L^{2}(\mathbb{R}_{+}^{3}) \|^{6} < \infty. \tag{8}
\]

Using the Sobolev injections, \( u_{s} \) is a continuous function over \([0, +\infty]\).

So we can compute the following integration by parts:

\[
\infty > \| r \partial_{r} u_{s}; L^{2}([1, a]) \|^{2} = \| \partial_{r}(ru_{s}) ; L^{2}([1, a]) \|^{2} - [ru_{s}]_{1}^{a}, \text{ for } a > 0.
\]

Let \( a \to \infty \). As \( \| \partial_{r}(ru_{s}) ; L^{2}([1, a]) \|^{2} \) is an increasing function of \( a \), we deduce \( \lim_{a \to \infty} au_{s}^{2}(a) = \infty \). Using (8) it turns out that \( l_{\infty} = 0 \).

In the same vein we have \( \lim_{a \to 0} au_{s}^{2}(a) = l_{0} \leq \infty \), so \( l_{0} = 0 \) as well.

We deduce from this lemma \( \lim_{r(2) \to \infty} r(x) u^{2}(x) = 0 \). This means according to Kato's result that \( v \equiv 0 \), and we deduce \( u \equiv 0 \), ending the proof of Proposition 2.1.

\[
\square
\]

3 Existence result using perturbative variational method

In this part we consider the system

\[
Ra(-1, -1) \begin{cases} 
-\Delta u = -(u + a) v^{2} \\
-\Delta v - \omega^{2} v = -v(u + a)^{2}
\end{cases}
\]

We define the functionals

\[
I(u, v) = \int_{\mathbb{R}^{3}} (u + a)^{2} v^{2} dx - \omega^{2} \int_{\mathbb{R}^{3}} v^{2} dx; J(u) = \int_{\mathbb{R}^{3}} (\nabla u)^{2} dx.
\]

We have for instance \( J_{a}^{(-1, -1)}(u, v) = J(u) + J(v) + I(u, v) \). We first state some a priori relations that are satisfied by any finite energy solution \((u, v)\) of \(Ra(-1, -1)\). This is a problem with a subcritical Sobolev
exponent, so \((u, v)\) are \(C^\infty\). Multiplying the second equation with \(v\) and integrating by parts we get an energy type relation following the proof of proposition 2.1 i)  
\[
J(v) = -I(u, v).
\]
Also, using the multiplier \(((u_i + a) x_i, v; x_i)\) over \(R_a (-1, -1)\) we get a Pohozaev type relation, following Proposition 2.1 ii)  
\[
J(u) + J(v) = -3I(u, v).
\]
We deduce from these two relations that every finite energy solutions of \(R_a (-1, -1)\) satisfies  
\[
J^{a}_{(-1,-1)}(u, v) = J(u); \quad J(v) = 2J(u).
\]  \(9\)

**Remark 3.1.** It is not possible to state an energy type relation using the first equation of \(R_a (-1, -1)\). This is related to the fact that we deal with a "zero mass" case for \(u\). Thus it is hopeless to look for a non trivial solution \(u\) of \(R_a (-1, -1)\) that belongs to \(H^1\): using the multiplier \(\chi_k (u + a)\) (the notations used here are defined in the proposition 2.1 i) ) on the first equation of \(R_a (-1, -1)\) and integrating by parts we get  
\[
\int_{R^3} \nabla u \nabla u_k + \int_{R^3} \chi_k (u + a)^2 v^2 = a \int_{R^3} (\Delta \chi_k) u
\]  \(10\)
We estimate  
\[
\int_{R^3} (\Delta \chi_k) u \leq \| u \|_{L^2(B(0,2k))} \| \Delta \chi_k \|_{L^2} = Ck^{-1/2} \| u \|_{L^2(B(0,2k))}^2.
\]
If we suppose \(u \in H^1\), then \(\int_{R^3} (\Delta \chi_k) u \to 0, k \to \infty\), and from (10) we deduce \(u \equiv 0\).

To prove the existence of a non trivial solution for \(R_a (-1, -1)\), we study a constrained minimization problem and we use Lagrange multipliers. We define the subset over the space \(W^1 \times H^1\),  
\[
S_{\lambda, \mu} = \{ J(u) = \lambda; \quad J(v) = \mu \}.
\]  
This subset is the constraint of our minimization problem that we express in the following way
\[ K(\lambda, \mu) = \inf_{(u,v) \in S_{\lambda, \mu}} I(u,v). \]

We denote \( S^*_{\lambda, \mu} \) the subset of \( S_{\lambda, \mu} \) made of radially symmetric functions. The essential properties of this problem are quoted in the following proposition (we give the proof of the intermediate results at the end of this section).

**Proposition 3.1.** Let \( 0 < \omega^2 < a^2 \). Then

i) \(-\infty < K(\lambda, \mu) < 0.\)

ii) \( K(\lambda, \mu) = K(1,1) \lambda^2 \mu. \)

iii) \( K(\lambda, \mu) = \inf_{(u,v) \in S^*_{\lambda, \mu}} I(u,v) \)

So, we can define a radial minimizing sequence that achieves \( K(\lambda, \mu) \), that is a sequence \((u^n_\lambda, v^n_\mu)_{n \geq 0}\) that satisfies

\[ (u^n_\lambda, v^n_\mu) \in S^*_{\lambda, \mu}, \quad I(u^n_\lambda, v^n_\mu) \rightarrow K(\lambda, \mu), \quad \text{as } n \rightarrow \infty. \quad (11) \]

The main result concerning \( K(\lambda, \mu) \) is:

**Lemma 3.1.** Let \( 0 < \omega^2 < a^2 \). Then every radial symmetric minimizing sequence achieving \( K(\lambda, \mu) \) admits a strongly convergent subsequence in \( W^1_1 \times H^1_1 \).

Thus, considering \((u^n_\lambda, v^n_\mu)_{n \geq 0}\) a minimizing sequence, we can extract a subsequence converging to a function in \( W^1_1 \times H^1_1 \) that we denote by \((u_\lambda, v_\mu)\). So there exists two Lagrange multipliers \((\theta_\lambda, \theta_\mu)\) such that \((u_\lambda, v_\mu)\) satisfies the following system:

\[
\begin{align*}
\theta_\lambda (\Delta u_\lambda) &= (u_\lambda + a) v^2_\mu, \\
\theta_\mu (\Delta v_\mu) &= v_\mu (u_\lambda + a)^2 - \omega^2 v_\mu.
\end{align*}
\quad (12)
\]

The energy relation for the second equation is \( \theta_\mu J(v_\mu) = J(u_\lambda, v_\mu) \). The Pohozaev relation for this system is \( \theta_\lambda \int_{\mathbb{R}^3} (\nabla u_\lambda)^2 + \theta_\mu \int_{\mathbb{R}^3} (\nabla v_\mu)^2 = 3I(u_\lambda, v_\mu) \). So we deduce the signs of \( \theta_\mu \) and \( \theta_\lambda \) from Proposition 3.1, ii):

\[ \theta_\lambda = 2K(1,1) \lambda \mu  < 0, \quad \theta_\mu = K(1,1) \lambda^2 < 0. \quad (13) \]

Notice that \((u_\lambda, v_\mu)\) provides a solution of \( R_a (-1, -1) \) using the rescaling \((u_1, v_1) = T_{(\theta_\lambda, \theta_\mu)} (u_\lambda, v_\mu) \) defined by
\[(u^a, v^b) = T_{(a,b)}(u, v), \quad \text{with} \quad \begin{align*}
    u^a(x) &= u \left( \frac{x}{\sqrt{b}} \right), \\
    v^b(x) &= \sqrt{\frac{a}{b}} v \left( \frac{x}{\sqrt{b}} \right),
\end{align*}\] (14)
where \((\alpha, \beta)\) are two strictly positive constants. The properties of this rescaling are
\[J(u^a) = \frac{1}{\sqrt{b}} J(u); J(v^b) = \frac{\sqrt{b}}{a} J(v); I(u^a, v^b) = \frac{1}{a \sqrt{b}} I(u, v).\]

We compute that our solution satisfies \(J^{a}_{(-1,-1)}(u_1, v_1) = J(u_1) = \frac{1}{\sqrt{K(1,1)}}\). Note that every finite energy solution \((u, v)\) of \(R_a (-1, -1)\) satisfies, according to (9) and Proposition 3.1, ii),
\[2J(u) = J(v) \leq -K(1, 1) J(u)^2 J(u) + K(1, 1) J(u)^3 \leq 0.\]

We deduce from this last relation \(J^{a}_{(-1,-1)}(u, v) = J(u) \geq \frac{1}{\sqrt{K(1,1)}} = J^{a}_{(-1,-1)}(u_1, v_1)\). So \((u_1, v_1)\) is the solution described by Theorem 1.1.

**Proof of proposition 3.1.**

*property i)*. First we express \(I(u, v)\) as
\[I(u, v) = \int_{\mathbb{R}^3} u^2 v^2 + (a^2 - \omega^2) \int_{\mathbb{R}^3} v^2 + 2a \int_{\mathbb{R}^3} u^2 v^2. \quad (15)\]

We have, using Hölder inequality and the Sobolev embedding (2),
\[\int_{\mathbb{R}^3} u^2 v^2 \leq C \|u\|_{L_6}^2 \|v\|_{L_3}^2; \quad 2a \int_{\mathbb{R}^3} u^2 v^2 \leq C \|u\|_{L_6} \|v\|_{L_2}^{3/2} \|v\|_{L_6}^{1/2} \leq C \|u\|_{W_1} \|v\|_{L_2}^{3/2} \|v\|_{W_1}^{1/2}. \quad (16)\]

This proves that \(I(u, v)\) is well defined for \((u, v) \in W^1 \times H^1\). Now, let us consider \((u, v) \in S_{\lambda, \mu}\). The relations (15) and (16) show that the following estimate holds:
\[I(u, v) \geq (a^2 - \omega^2) \int_{\mathbb{R}^3} v^2 - C \lambda \mu^{1/2} \|v\|_{L_3}^{3/2}. \quad (17)\]

Thus \(K(\lambda, \mu) > -\infty\).
Now, let us consider a function $u \in H^1_\mu$ such that $u \equiv -a$ over $B(0, 1)$. Let us denote $D^c$ the dilatation operator $D^c(u)(x) = u(cx)$. This operator satisfies $J(D^c u) = \frac{J(u)}{c}$ and we chose $c$ in order to achieve $J(D^c u) = \lambda$. We define a function $v \in H^1_\mu$ that satisfies $J(v) = \mu$ and $\text{supp} \, v \subset \{x \in \mathbb{R}^3; u(x) = a\}$. We compute for this couple of functions $I(D^c u, v) = -\omega^2 \int_{\mathbb{R}^3} v^2 < 0$. Thus $K(\lambda, \mu) < 0$.

**property ii**. Let $(\lambda, \mu, c)$ three positive reals. We prove first two preliminary properties.

Consider a minimizing sequence $(u_n, v_n) \in S_{\lambda, \mu}$ such that $K(\lambda, \mu) = \lim_{n \to \infty} I(u_n, v_n)$. The sequence $(u_n, c^{1/2}v_n)$ satisfies:

\[
\left\{ J(u_n) = \lambda; J(cv_n) = cJ(v_n); I\left(u_n, c^{1/2}v_n\right) = cI(u_n, v_n) \right\}.
\]

Thus we deduce

$$K(\lambda, c\mu) \leq cK(\lambda, \mu). \tag{18}$$

We consider a minimizing sequence $(u_n, v_n) \in S_{\mu, \mu}$ such that $I(u_n, v_n) \to K(\mu, \mu)$. The sequence $(D^c u_n, D^c v_n)$ satisfies

\[
\left\{ J(D^c u_n) = c\mu; J(D^c v_n) = c\mu; I\left(D^c u_n, D^c v_n\right) = c^3 I(u_n, v_n) \right\}.
\]

We have thus

$$K(c\mu, c\mu) \leq c^3 K(\mu, \mu). \tag{19}$$

We deduce from (18) and (19) the following:

\[
K(1, 1) = K\left(\frac{\lambda}{\mu}, 1\right) \leq \frac{1}{\lambda^3} K(\lambda, \lambda) = \frac{1}{\lambda^3} K\left(\lambda, \frac{\mu}{\lambda}\right) \leq \frac{1}{\mu} \frac{1}{\lambda^3} K(\lambda, \mu) = \frac{1}{\mu \lambda^3} K(\lambda, \mu),
\]

$$K(\lambda, \mu) = K\left(\lambda, \frac{\mu}{\lambda}\right) \leq \frac{\mu}{\lambda} K(\lambda, \lambda) \leq \lambda^3 \frac{\mu}{\lambda} K(1, 1) = \lambda^3 \mu K(1, 1).$$

We deduce $K(\lambda, \mu) = \lambda^2 \mu K(1, 1)$. 

\[\square\]
property iii). We prove in a first step

$$K(\lambda, \mu) = \inf_{(u, v) \in \mathcal{S}_{\lambda, \mu} \cap (C_0^\infty)^2 \cap \{v \geq 0\} \cap \{0 \leq -au \leq a^2\}} I(u, v) \quad (20)$$

As $C_0^\infty$ is dense in $W^1$ and $H^1$, we have $K(\lambda, \mu) = \inf_{(u, v) \in \mathcal{S}_{\lambda, \mu} \cap (C_0^\infty)^2} I(u, v)$. Furthermore, let us denote $(u_n, v_n) \in \mathcal{S}_{\lambda, \mu} \cap C_0^\infty$ a minimizing sequence satisfying $K(\lambda, \mu) = \lim_{n \to \infty} I(u_n, v_n)$. We have $(u_n, v_n) \in \mathcal{S}_{\lambda, \mu}$, and $I(u_n, v_n) = I(u_n, v_n)$. Thus we can suppose $v \geq 0$. We suppose also in the next $I(u_n, v_n) < 0$, according to property i). We denote the truncated function $u_n^\delta = \{0, au \geq 0; u, -au \leq a^2; -a, -au \geq a^2\}$. This function satisfies $J(u_n^\delta) \leq J(u_n)$ and $I(u_n^\delta, v_n) \leq I(u_n, v_n)$. We denote $\delta_n = \frac{J(u_n^\delta)}{J(u_n)} \leq 1$, and $(u_n', v_n') = T(\delta_n, \delta_n^\alpha)(u_n^\delta, v_n^\delta)$, where the operator $T$ is defined in (14).

A direct computation shows that $(u_n', v_n') \in \mathcal{S}_{\lambda, \mu} \cap (C_0^\infty)^2 \cap \{v \geq 0\} \cap \{0 \leq -au \leq a^2\}$, and $I(u_n', v_n') = \frac{J(u_n^\delta, v_n^\delta)}{J(u_n)} \leq I(u_n, v_n)$. So the minimum $K(\lambda, \mu)$ is also reached into the subset $\mathcal{S}_{\lambda, \mu} \cap \{0 \leq -au \leq a^2\}$, that ends the proof of (20).

We suppose in this part without loss of generality $a > 0$. In view of (20), we consider a couple of function $(u, v)$ such that

$$(u, v) \in (C_0^\infty)^2 \cap \{v \geq 0\} \cap \{-a \leq u \leq 0\}, \quad (21)$$

We recall now some notions of spherical reordering and we report for instance to [7], chapter I, for an introduction and a proof of the results used here. We introduce first some notations. Let $\Omega_0 = \text{supp} u$, $\Omega_0 = \text{supp} v$, and consider $\Omega$ an open bounded set such that $\Omega_0 \cup \Omega_0 \subset \Omega$. We denote $\Omega^* = \{0, \text{meas} \{\Omega\}\}$. For any measurable function $w : \Omega \to \mathbb{R}$, we introduce $\mu_w : \Omega^* \to \mathbb{R} \cup \{+\infty\} \cup \{-\infty\}$ the distribution function of $w$, as

$$\mu_w(t) = \text{meas} \{x \in \Omega, w(x) < t\}.$$ 

This is a increasing, right continuous function. We define $w^*$, the monodimensional increasing reordering of $w$, as

$$w^*(s) = \inf \{t \in \mathbb{R}, \mu_w(t) > s\}, s \in \Omega^*;$$

$$w^*(\text{meas} \{\Omega\}) = \sup \text{ess} w.$$
Function $w^*$ is also increasing. The spherical increasing reordering of $w$ is defined as

$$
\bar{w}(x) = w^* \left( \alpha_3 r(x)^3 \right), \quad x \in \bar{\Omega} = B(0, \text{meas} \{\Omega\}).
$$

($\alpha_3 = \text{meas} \{B(0, 1)\}$). We define also the monodimensional and spherical decreasing reordering of $w$ as

$$
w_*(s) = -(-w)^* (s); \quad \hat{w}(x) = w_* \left( \alpha_3 r(x)^3 \right)
$$

For $(u, v)$ given by (21), we deduce for instance the following property:

$$
u^*(0) = \inf u, u^* (\text{meas} \{\Omega\}) = 0, v_*(0) = \sup v, v_* (\text{meas} \{\Omega\}) = 0.
$$

We have the following inequality:

$$
J(\bar{u}) \leq J(\bar{u}, \bar{v}) \leq J(v), I(\bar{u}, \bar{v}) \leq I(u, v)
$$

(22)

Where we have defined $(\bar{u}, \bar{v})(x) = 0$, for $x \notin B(0, \text{meas} \{\Omega\})$. The first two inequality are direct applications of the Polya-Szego inequality. To prove the last one, we apply the Hardy Littlewood inequality to get

$$
\int_{\mathbb{R}^3} - (u + a)^2 v^2 dx \leq \int_{\mathbb{R}^3} (u + a)^2 (-v^2) dx
$$

(23)

Consider the application $\phi_a (u) = \left\{ 0, \quad u < -a; \quad (u + a)^2, \quad u \geq -a \right\}$. As the increasing and decreasing reordering commute with an increasing application, we deduce from (21)

$$
\frac{(u + a)^2}{\phi_a(u)} = \phi_a(\bar{u}) = (\bar{u} + a)^2
$$

In the same vein, we deduce

$$
\frac{-v^2}{\phi_v(v)} = -\phi_0(u) = -\phi_0(v) = -v^2
$$

We deduce from (23) $\int_{\mathbb{R}^3} (u + a)^2 v^2 dx \geq \int_{\mathbb{R}^3} (\bar{u} + a)^2 \bar{v}^2 dx$. Furthermore the reordering conserves the $L^p$ norms, so $\int_{\mathbb{R}^3} v^2 dx = \int_{\mathbb{R}^3} \bar{v}^2 dx$. These two results imply (22).

Let us consider a minimizing sequence $(u_n, v_n) \in S_{\lambda, \mu} \cap (C_0^\infty)^2 \cap \{ v \geq 0 \} \cap \{-a \leq u \leq 0\}$, such that $I(u_n, v_n) < 0$. We denote $\delta_n^u = \frac{J(u_n)}{I(u_n)}$, $\delta_n^v = \frac{J(v_n)}{I(v_n)}$.
\[ \delta_n^- = \frac{J(u_n)}{J(v_n)}, \] and we consider \( (u'_n, v'_n) = T(\delta\sigma, (\delta\sigma)^2) (u_n, v_n), \) where the operator \( T \) is defined in (14). A direct computation shows that \( (u'_n, v'_n) \in S_{\lambda, \mu} \cap (C_0^\infty)^2 \cap \{ v \geq 0 \} \cap \{ -a \leq u \leq 0 \}, \) and \( I(u'_n, v'_n) = \frac{J(u_n, v_n)}{(\delta_n^-)^2} \leq I(u_n, v_n), \) using (22), ending the proof of property iii).

**Proof of lemma 3.1.** We consider a radial minimizing subsequence achieving \( (u^n_\lambda, v^n_\mu)_{n \geq 0} \) and we denote, up to a subsequence, \( (u^n_\lambda, v^n_\mu) \to (u_\lambda, v_\mu), \) as \( n \to \infty, \) weakly in \( (W^1_p)^2. \) We prove in a first step

\[ I(u_\lambda, v_\mu) \leq K(\lambda, \mu) \quad (24) \]

For that aim, we estimate each term of \( I(u^n_\lambda, v^n_\mu) \) given in (15). First, note that, according to (17) and Proposition 3.1.i), \( (v^n_\mu)_{n \geq 0} \) is a bounded sequence in \( L^2. \) Thus it is also bounded in \( H^1_0. \) According to the Strauss compactness result, \( \|v^n_\mu \|_{L^p} \to \|v_\mu \|_{L^p}, \) strongly in \( L^p, 2 < p < 6. \) We have also \( u^n_\lambda \to u_\lambda \), weakly in \( L^6, \) according to (2). This implies

\[ \int_{\mathbb{R}^3} (u^n_\lambda)^2 (v^n_\mu)^2 = \left\langle (u^n_\lambda)^2, (v^n_\mu)^2 \right\rangle_{L^\lambda, (L^\mu)^{1/2}} \to \int_{\mathbb{R}^3} u_\lambda^2 v_\mu^2, \text{ as } n \to \infty. \]

\[ 2a \int_{\mathbb{R}^3} u^n_\lambda (v^n_\mu)^2 = 2a \left\langle u^n_\lambda, (v^n_\mu)^2 \right\rangle_{L^\lambda, (L^\mu)^{1/2}} \to 2a \int_{\mathbb{R}^3} u_\lambda v_\mu^2, \text{ as } n \to \infty. \]

These two limits, together with (11) and the Fatou's lemma allow to deduce

\[ (a^2 - \omega^2) \int_{\mathbb{R}^3} v_\lambda^2 \leq (a^2 - \omega^2) \lim_{n \to \infty} \int_{\mathbb{R}^3} (v^n_\lambda)^2. \]

Blending all these results, we get

\[ K(\lambda, \mu) \geq \int_{\mathbb{R}^3} u_\lambda v_\mu + 2a \int_{\mathbb{R}^3} u_\lambda v_\mu + (a^2 - \omega^2) \int_{\mathbb{R}^3} v_\mu \quad (25) \]

that proves (24).

We denote \( \delta^u = \frac{J(u_\lambda)}{\lambda} \leq 1, \delta^v = \frac{J(v_\mu)}{\mu} \leq 1. \) First notice that if \( \delta^u = 0 \) (resp. \( \delta^u = 0 \)) then we deduce from (25) \( K(\lambda, \mu) \geq (a^2 - \omega^2) \int_{\mathbb{R}^3} (v_\mu)^2 \) (resp. \( K(\lambda, \mu) \geq 0), \) contradicting Proposition 3.1.i). Thus we can consider \( (u'_\lambda, v'_\mu) = T(\delta^u, (\delta^v)^2) (u_\lambda, v_\mu). \) A direct computation shows
that \((u', v') \in S_{\lambda, \mu}'\). We deduce, according to (24),

\[
K(\lambda, \mu) \leq I(u, v) = \frac{I(u, v)}{(\delta^u)^2 \delta^v} \leq \frac{K(\lambda, \mu)}{(\delta^u)^2 \delta^v} < 0.
\]

Thus \(\delta^u = 1\) and \(\delta^v = 1\) and we have proved the strong convergence of a subsequence in \((W^1_1)^2\). We deduce from (24) \(K(\lambda, \mu) = I(u, v)\).

A straightforward consequence of this equality in the proof of (24) is

\[
(a^2 - \omega^2) \int_{\mathbb{R}^3} v^2 \mu = (a^2 - \omega^2) \lim_{n \to \infty} \int_{\mathbb{R}^3} (v^n)^2.
\]

So, up to a subsequence, \((v^n)_{n \geq 0}\) is also a strongly convergence in \(L^2\), proving the strongly convergence of \((v^n)_{n \geq 0}\) in \(H^1\).

\[\blacksquare\]

**Remark 3.2.** We point out that, if \((u, v)\) is a finite energy solution of \(R_0(-1, -1)\) in the case \(0 < \omega^2 < a^2\), then \(v\) has an exponential decay at infinity (this can be viewed as a consequence of the work of Kato [10]).

### 4 Existence results via comparison and O.D.E. arguments

We prove in this section the theorems 1.2 and 1.3 considering the equivalent systems

\[
R^\varepsilon = R_1, R_2, : \begin{cases} 
-\partial_r (r^2 \partial_r u) = r^2 (\varepsilon_1 uv^2 + \omega_2^2 u) \\
-\partial_r (r^2 \partial_r v) = r^2 (\varepsilon_2 uv^2 + \omega_2^2 v)
\end{cases} \quad (26)
\]

that are satisfied by any radial solution of \(R(\varepsilon_1, \varepsilon_2)\) expressed in polar coordinates. These systems are considered with initial conditions

\[
\begin{cases} 
\partial_r u(0) = 0; u(0) = a \\
\partial_r v(0) = 0; v(0) = b
\end{cases} \quad (27)
\]

Thus the associated solutions of \(R(\varepsilon_1, \varepsilon_2)\) are smooth in a neighborhood of the origin. For a function, let say \(u(r)\), a capital letter denotes the function \(U(r) = ru(r)\).

**Proof of Theorem 1.2.** It is a straightforward computation to show that the system
\[
\begin{align*}
- U'' - \omega_1^2 U - \frac{UV'}{r} &= 0 \\
- V'' - \omega_2^2 V - \frac{UV'}{r} &= 0
\end{align*}
\]
is equivalent to \( R' \) \((+1, +1)\), (27) for initial conditions \( U'(0) = a, V'(0) = b, U(0) = V(0) = 0 \). We remark that this system admits a Lyapunov functional defined by

\[
f = (U')^2 + \omega_1^2 U^2 + (V')^2 + \omega_2^2 V^2 + \frac{U^2 V^2}{r^2}.
\]

It is a positive function satisfying \( f'(r) = -2 \frac{U^2 V^2}{r^2} \leq 0 \). This implies that \( (u, v) = \frac{1}{r} (U, V) \) is a global solution of \( R' \) \((+1, +1)\) that satisfies \( (\omega_1^2 u^2 + \omega_2^2 v^2)(r) \leq f(0) \).

**Proof of Theorem 1.3.**

We show this result considering the equivalent equation of \( R(-1) \) expressed in polar coordinate:

\[
- \partial_r \left( r^2 \partial_r u \right) = r^2 \left( -u^3 + \omega^2 u \right), \omega \in \mathbb{R}. \tag{28}
\]

This is a particular case of \( R(-1, -1) \). We consider this equation associated to initial conditions \( \{ u(0) = a, \partial_r u(0) = 0 \} \).

We begin this proof with some preliminary remarks and notations. For a continuous function \( q \), \( \lambda_n(\Omega) \) denotes in this section the \( n \)-th eigenvalues of the Laplacian with Dirichlet boundary conditions considered on a bounded regular set \( \Omega \). We denote also \( \phi_{1, n} \) the positive first eigenvalue associated to \( \lambda_1(\Omega) : -\Delta \phi_1 = \lambda_1 \phi_1, \phi_1 > 0 \) in \( \Omega, \phi_1 = 0 \) on \( \partial \Omega, \| \phi_{1, n} \|_{L^\infty} = 1 \). We recall some well known facts about the equation (see [1] for instance)

\[
- \Delta u + u^3 = \omega^2 u \text{ in } \Omega, u = 0 \text{ on } \partial \Omega. \tag{29}
\]

It does not exists any non trivial solution \( u \) of (29) for \( \omega^2 \leq \lambda_1(\Omega) \). The functions \( \varepsilon \phi_{1, n}, \varepsilon \geq 0 \) satisfies \( -\Delta u_m - \omega^2 u_m + \varepsilon^3 u_m = (\lambda_1(\Omega) - \omega^2) \varepsilon \phi_{1, n}^3 + \varepsilon^3 \phi_{1, n}^3 \). This means that \( \varepsilon \phi_{1, n} \) is a supersolution of (29) if \( \varepsilon^2 \leq \omega^2 - \lambda_1(\Omega) \). The functions \( u \equiv M \geq 0 \) satisfy \( -\Delta u + u^3 u = M^3 \omega^2 \). Thus \( M \) is a supersolution of (29) if \( |\omega| \leq M \). We deduce
the existence of a unique maximal non trivial positive solution $u$ of (29) that satisfies

$$(\omega^2 - \lambda_1(\Omega))^{1/2} \phi_{1,\Omega} \leq u \leq |\omega|, \text{ if } \omega^2 > \lambda_1(\Omega).$$

(30)

We make also some preliminary remarks about the solutions of (28). Let $u$ a solution of (28) with initial conditions $\{u(0) = a, \partial_t u(0) = 0\}$. We consider the function $E(u) = (\partial_t u)^2 + \omega^2 u^2 - \frac{u^4}{2}$. Computing $\partial_r (r^p E(u)(r))$ for $p \geq 0$ an integer and integrating, we find

$$r^p E(u)(r) = p \int_0^r r^{p-1} \left(\omega^2 u^2 - \frac{u^4}{2}\right) dr + (p - 4) \int_0^r r^{p-1} (\partial_r u)^2 dr$$

(31)

This is an analogous of the Pohozaev relation if one takes $p = 3$. We state also the radial versions of the energy relation: we multiply (28) with $u$ and integrate over $[0, r]$ to get

$$-\frac{1}{2} r^2 \partial_r (u^2)(r) = \int_0^r r^2 \left(\omega^2 u^2 - u^4\right) dr - \int_0^r r^2 (\partial_r u)^2 dr$$

(32)

Also, let us denote $v$ a positive solution of (28) on a segment $[\alpha, \alpha + \beta]$, $\alpha \geq 0, \beta > 0$. We consider on the interval $[\alpha + \delta, \alpha + \beta + \delta]$ the functions $v_{\gamma, \delta}(r) = \gamma v(r - \delta) \frac{(r-\delta)}{r}$, with $\alpha - \delta > 0, \gamma \geq 0$. Remark that $rv_{\gamma, \delta}(r) = V_{\gamma, \delta}(r) = \gamma V(r - \delta)$. We denote $\Delta_r = \partial_r^2 + \frac{2}{r} \partial_r$ the Laplacian expressed in polar coordinate and compute

$$r \left( -\Delta_r v_{\gamma, \delta} + \frac{v_{\gamma, \delta}^3}{r^2} - \omega^2 v_{\gamma, \delta} \right) = -V_{\gamma, \delta}'' + \frac{V_{\gamma, \delta}^3}{r^2} - \omega^2 V_{\gamma, \delta} = -\gamma V''(r - \delta)$$

$$+ \gamma^2 \frac{V^3(r - \delta)}{r^2} - \omega^2 \gamma V(r - \delta)$$

$$= \gamma^3 \frac{V^3(r - \delta)}{r^2} - \gamma \frac{V^3(r - \delta)}{(r - \delta)^2}.$$ 

Thus $\text{sgn} \left( -\Delta_r v_{\gamma, \delta} + \frac{v_{\gamma, \delta}^3}{r^2} - \omega^2 v_{\gamma, \delta} \right) = \text{sgn} \left( \gamma - \frac{r}{r - \delta} \right)$. This means that in $[\alpha + \delta, \alpha + \beta + \beta]$,

$$v_{\gamma_1, \delta} \text{ is a subsolution if } \gamma_1 \leq \inf_{r \in [\alpha + \delta, \alpha + \beta + \beta]} \gamma \frac{r}{r - \delta}. \quad (33)$$

$$v_{\gamma_2, \delta} \text{ is a supersolution if } \gamma_2 \geq \sup_{r \in [\alpha + \delta, \alpha + \beta + \beta]} \gamma \frac{r}{r - \delta}. \quad (34)$$
Existence of a global solution to (28): we consider without loss of generality \( a > 0 \), the equation being invariant by the transformation \( u \rightarrow -u \). Let us denote \( u_\alpha \), for \( \omega^2 > \lambda_1 (B(0, \alpha)) = \left( \frac{\pi}{\alpha} \right)^2 \), the unique non trivial radial solution of (29) on the ball \( B(0, \alpha) \). It is easy to check using (30), (see for example [1]) that \( \sup_{x \in B(0, \alpha)} u_\alpha (x) = u_\alpha (0) \), that \( \alpha \to f(\alpha) = u_\alpha (0) \) is an increasing continuous function of \( \alpha \in (\frac{\pi}{|\omega|}, \infty) \) and \( \lim_{\alpha \to \frac{\pi}{|\omega|}} f(\alpha) = 0, \lim_{\alpha \to \infty} f(\alpha) = |\omega| \). Thus we can denote \( f^{-1}(a) \) the inverse of \( f \), which is defined for \( 0 < a < |\omega| \). So, for every \( 0 < a < |\omega| \), there exists an unique solution \( u_{s,f^{-1}(a)} \) of (28) with initial conditions \( \{ u'_0 (0) = 0, u_s (0) = a \} \) over \([0, f^{-1}(a)]\), which is nothing else but \( u_{f^{-1}(a)} \in H^1_0 (B(0, f^{-1}(a))) \) expressed in polar coordinates.

We denote in the sequel for short \( u = u_{s,f^{-1}(a)} \). We know from the above construction that \( u \) have one zero \( \zeta_1 (u) = f^{-1}(a) \). Let us suppose that \( u \) possesses \( N \) zeros \( \{ \zeta_i (u) \}_{1 \leq i \leq N} \), and consider the evolution system (28) with data given at \( r = \zeta_N (u) \), i.e. with initial conditions \( (0, \partial_r \zeta_N (u)) \). We claim that \( u \) satisfies (with the convention \( \zeta_0 (u) = 0 \)),

\[
\frac{\pi}{|\omega|} < \zeta_{N+1} (u) - \zeta_N (u) < \zeta_N (u) - \zeta_{N-1} (u)
\]  

(35)

Notice that if \( u \) is a nontrivial solution over \([0, \zeta_N (u)]\), then \( |u| \in H^1_0 ([\zeta_i (u), \zeta_{i+1} (u)]) \), \( 1 \leq i \leq N \) is a non trivial positive solution. So we have \( \lambda_1 ([\zeta_i (u), \zeta_{i+1} (u)])^2 = \left( \frac{\frac{\pi}{|\omega|}}{\zeta_{i+1} (u) - \zeta_i (u)} \right)^2 \omega^2 \), that proves the left hand side of (35).

We denote in the sequel \( I_N = [\zeta_N (u), 2\zeta_N (u) - \zeta_{N-1} (u)] \) and \( u_{I_N} \), the unique non trivial positive solution of (28) that belongs to \( H^1_0 (I_N) \). According to (33), we consider \( u_{\gamma, \delta} \) the subsolution of \( u_{I_N} \in H^1_0 (I_N) \), with \( \delta = \zeta_N (u) - \zeta_{N-1} (u) \), and \( \gamma = \inf_{r \in I_N} \frac{r}{r - \delta} = \frac{2\zeta_N (u) - \zeta_{N-1} (u)}{\zeta_N (u)} \). So we have

\[
(\partial_r u_{I_N})^2 (\zeta_N (u)) \geq (\partial_r u_{\gamma, \delta})^2 (\zeta_N (u))
\]  

(36)

Furthermore, (31, case p=0) proves that

\[
E(u_{\gamma, \delta}) (\zeta_N (u)) = (\partial_r u_{\gamma, \delta})^2 (\zeta_N (u)) \geq (\partial_r u_{\gamma, \delta})^2 (2\zeta_N (u) - \zeta_{N-1} (u)).
\]

We have

\[
(\partial_r u_{\gamma, \delta})^2 (2\zeta_N (u) - \zeta_{N-1} (u)) = (\partial_r u)^2 (\zeta_N (u)),
\]
thus \((\partial_u \gamma, u) \mathcal{N}(u) > (\partial_u u) \mathcal{N}(u)\). This inequality together with (36) implies
\[
(\partial_u u) \mathcal{N}(u) > (\partial_u u) \mathcal{N}(u).
\] (37)

Now, let us consider \(g = \inf(|u|, u_{|a})\). This function has a zero at \(\mathcal{N}(u)\). We denote \(\mathcal{N} + (g) \leq 2\mathcal{N}(u) - \mathcal{N} - (u)\) its next zero, and \(I_g = [\mathcal{N}(u), \mathcal{N} + (g)]\). According to (37), \(g\) satisfies \(g(r) = |u| r\) on a positive neighborhood of \(\mathcal{N}(u)\). Furthermore, \(g\) is a supersolution of (28) over \(I_g\). This means that there exists a positive solution \(H^1_0(I_g) \ni u' \leq g\) of (28). Now, let us suppose that \(\mathcal{N} + (g) = 2\mathcal{N}(u) - \mathcal{N} - (u)\). This implies that there exists two distinct positive solutions \(u'\) and \(u_{|a}\) that belongs to \(H^1_0(I_g)\), absurd. Thus we must have \(\mathcal{N} + (g) < 2\mathcal{N}(u) - \mathcal{N} - (u)\). Now, as \(|u|\) is the unique positive solution of (28) that belongs to \(H^1_0(I_g)\), we deduce \(|u| = u' \leq \inf(|u|, u_{|a})\). Thus \(|u| = \inf(|u|, u_{|a})\). We get \(\mathcal{N} + (u') < 2\mathcal{N}(u) - \mathcal{N} - (u)\), ending the proof of (35).

Using (35), we are able to construct an induction argument a global solution of (28) for every initial conditions \(u'(0) = 0, u_1(0) = a\) satisfying \(\omega^2 > a^2\).

**Asymptotic behavior:**

As \(|u|\) is the unique positive solution that belongs to \(H^1_0([\mathcal{N}(u), \mathcal{N} + (u)]), 1 \leq i, k\), it satisfies the estimation \(u^2 < \omega^2\). Furthermore the function \(U(r) = ru(r)\) satisfies the equation \(-U'' - \omega^2 U + \frac{u^3}{2r} = 0\) considered with initial condition \(U'(0) = a, U(0) = 0\). The functional \(f = (U')^2 + \omega^2 U^2 - \frac{u^4}{2r}\), satisfies \(f'(r) = 2U'U^2 0. Furthermore we compute \(\tau^2 E(u) = f(r) + rU(\omega^2) + u\). Evaluating this last expression at the sequence of points \(\{\mathcal{N}(\partial_u u)\}_{\omega > 0}\), we get \(\limsup_{\omega \to \infty} \tau^2 \left(\omega^2 u^2 - \frac{u^4}{2}\right)(r) \geq f(0) > 0\), that proves the first limit. From (31), case \(p = 0\) and the proof above, \(E(u) = \tau^2\) is a positive decreasing function. Thus \(\lim_{\omega \to \infty} E(u) = E(u)\), and \(\lim_{\omega \to \infty} \partial u(r) = 0\). Thus \(\lim_{\omega \to \infty} u(r) = u(\infty)\) is a particular solution of (28) that satisfies \(u(\infty)^2 < \omega^2\). So \(u(\infty) = 0\), that proves the second limit and ends the proof of the theorem.
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